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Abstract

The application of agile practices for requirements prioritization is a relatively recent trend. Hence, not all of its facets are well-understood. This exploratory study sets out to uncover the concepts that practitioners in a large software organization use in the prioritization process and the practices that they deem good. The study was carried out as a series of three embedded case studies in a large and mature company engaged in outsourced software development. Our grounded theory analysis of in-depth interviews yielded the following findings: (i) Understanding requirements dependencies is of paramount importance for the successful deployment of agile approaches in typical large outsourced projects. (ii) Next to business value, the most important prioritization criterion in the setting of typical outsourced large agile projects is risk. (iii) The software organization developed a new artefact that seems to be a worthwhile contribution to agile software development in the large: ‘Delivery Stories’, which complement user stories with technical implications, effort estimation and associated risk. These play a pivotal role in prioritization. (iv) The vendor’s domain knowledge is key asset for setting up successful client-developer collaboration (v) The use of agile prioritization practices depends on the type of project outsourcing arrangement.
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1. Introduction

Agile project development and management approaches are becoming the preferred choice for an increasingly large number of software organizations, be it large or small. A key pillar in any agile process of systems delivery is the close and continual collaboration between clients and developers [1], which culminates in making project decisions that optimize client’s business value, while minimizing vendor’s risk. The client-developer collaboration is also a well-recognized feature of most agile requirements engineering (RE) processes, and specifically – of requirements (re)prioritization. Reprioritizing requirements at inter-iteration time plays a pivotal role in agile projects [2]. However, the question of how the reprioritization happens in real life has been investigated only in certain contexts, for example, in small and medium sized projects [3]. In the area of agile RE, relatively fewer publications address the project
realities of large and distributed projects. Even fewer focus on the complex RE settings unique to outsourced software development. For example, in outsourced projects, requirements sign-off is usually done after initial discussions between project managers and clients and there is little scope for negotiations or reprioritizations throughout the development life cycle. This practice is followed in order to overcome the challenges posed by distance and limited in-person communication thereof. Agile RE however assumes frequent discussions, negotiations and reprioritizations. Doing justice to agile practices in outsourced projects is a challenge, and it is even more so in fixed price contractual projects. Furthermore, it is also unclear how different outsourcing arrangements [38] can impact agile RE practices. For example, the work practices related to agile RE for fixed price projects could differ from more flexible cost/ in-sourcing projects. More specifically, the question of how to balance value and risk in agile has received practitioners’ and researchers’ attention only recently. As a result, the phenomenon is only partly understood. Yet, while justifiably deemed important in any project, we note that in large projects -- where large vendors and large clients are contractually bounded, poor trade-offs of value and risk might often have severe consequences [3].

In this paper we explore the value versus risk trade-off in agile RE prioritization with an embedded case study [15, 22]. We carry out this case study in a context in which three large, multi-site enterprise systems are delivered under a contract between a large and mature outsourcing vendor in Asia and three dispersed client organizations. Reusing a conceptual framework for agile requirements (re)prioritization that we developed earlier [2], we investigated these real-world cases. The overall research objective was to uncover how mid-course requirements prioritization takes place in large projects in industry, and what notions of value and risk are included in it from the vendor’s perspective.

We set out to answer the following four research questions (RQs):

RQ1: Who are the decision makers in the prioritization process? Which roles are involved and what are they responsible for?

RQ2: What criteria do large project teams use to make risk-and-value driven decisions during agile prioritization in an outsourced mode?

RQ3: What is the relationship between project settings and requirements prioritization?

RQ4: How does the vendor’s team combine value creation for their own organization with value creation for their client?

Our answers to the four questions resulted from an embedded case study [22] that is exploratory in nature because we had no pre-conceived ideas about the possible answers to our questions. Our purpose was to ‘look under the hood’, to observe and identify those mechanisms that drive the requirements prioritization as a risk-value-balancing process.

Our motivation for this embedded case study is traceable to our previously published results [2, 4] from a systematic literature review and a case study on prioritization methods in agile projects. Therein, our conclusion was that the phenomenon of agile requirements prioritization was only partly explored, as we had found no study which clearly indicates how exactly individual agile practices or groups of such practices not only create value, but also keep accumulating it over time while minimizing the risk for the vendor.

The research reported in this paper brings two contributions to the body of knowledge in agile RE. While most case studies dealing with agile RE have focused on small-medium enterprises (SMEs), our research explicitly states the RE knowledge while providing information on which practices (depending on the outsourcing arrangement) work in large projects associated with a large and mature outsourcing vendor. Second, our research contributes to the body of empirical software engineering (SE) studies in general, and to the body of the empirical studies in RE, in particular. This contribution is twofold: (1) we directly respond to the call [5] of the empirical SE community for more empirical research on which SE process to use in which specific context, (2) we also respond to the particular call [6] of the RE community for more empirical research in the sub-areas of RE.

In the following narrative, we first present related work on agile RE in large projects. We present the experiences reported in the literature with respect to our research questions. Then, we describe our embedded case study research design along with the justification for the decisions about the particular way
in which we set up our research process. Next, we report on our case study execution and its outcomes. Finally, we discuss the results and the limitations of the study, reflect on the experiences, and present our future research activities.

2. Related Work: Agile RE in Large Projects

This section summarizes the state of agile RE literature with respect to the focus of our research questions. The results of our search for relevant published sources indicate that many large organizations were indeed preoccupied with the question of how agile scales up. We found a number of recently published examples of large companies that attempted to amplify agile practices in order to support large projects. In most reports, there is a discussion provided on what the respective company found to work in their settings. We note that all literature sources we reviewed (and included in this section) treated RE as part of agile SE for large projects. In spite of our best efforts, we could find no report that was specifically dedicated to agile RE in the large. In Table 1, we summarize these examples of using agile in large projects by indicating the business sector of the company, whether the requirements were engineered according to the user-story approach peculiar to agile, and whether the publication reported on the use of specific new or modified agile SE practices. The last column indicates whether the authors contextualize the use of specific practices in the setting that they observed or were part of. Table 1 includes empirical reports that referred to projects with staff of more than 60 people and in which agile RE practices were described in detail. We note that the list of included sources is not claimed to be complete, but represents a sample that was relevant to our research questions. In Table 1, the `☑` or `–` marks signify whether or not the use of user stories and new/modified agile practices is clearly stated in the paper. The last column describes to what extent the requirements prioritization process is discussed.

Table 1: Selected Literature Sources on Agile at Large

<table>
<thead>
<tr>
<th>Source</th>
<th>Business Sector</th>
<th>User stories</th>
<th>Modified Agile practices</th>
<th>Discussion of prioritization?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>Mobile systems</td>
<td>☑</td>
<td>☑</td>
<td>hints</td>
</tr>
<tr>
<td>[8]</td>
<td>IT service delivery (a vendor)</td>
<td>☑</td>
<td>☑</td>
<td>hints</td>
</tr>
<tr>
<td>[3]</td>
<td>Telecom</td>
<td>☑</td>
<td>☑</td>
<td>explicitly</td>
</tr>
<tr>
<td>[9]</td>
<td>Telecom</td>
<td>☑</td>
<td>–</td>
<td>not discussed</td>
</tr>
<tr>
<td>[10]</td>
<td>National Post Services</td>
<td>☑</td>
<td>–</td>
<td>not discussed</td>
</tr>
<tr>
<td>[11]</td>
<td>IT service delivery (a vendor)</td>
<td>☑</td>
<td>–</td>
<td>not discussed</td>
</tr>
<tr>
<td>[12]</td>
<td>Enterprise IT infrastructure management solutions</td>
<td>☑</td>
<td>–</td>
<td>explicitly</td>
</tr>
<tr>
<td>[13]</td>
<td>Large government organizations</td>
<td>☑</td>
<td>–</td>
<td>explicitly</td>
</tr>
<tr>
<td>[31]</td>
<td>Safety-critical systems</td>
<td>–</td>
<td>☑</td>
<td>hints</td>
</tr>
<tr>
<td>[23]</td>
<td>Oil &amp; gas (a vendor)</td>
<td>–</td>
<td>☑</td>
<td>hints</td>
</tr>
<tr>
<td>[24]</td>
<td>Digital library management (a vendor)</td>
<td>☑</td>
<td>☑</td>
<td>hints</td>
</tr>
<tr>
<td>[25]</td>
<td>ERP Implementation</td>
<td>☑</td>
<td>☑</td>
<td>hints</td>
</tr>
</tbody>
</table>
Table 1 indicates that large project organizations delivering software systems in a variety of application domains have been rethinking their requirements documentation from an agile perspective and have been adopting the user story approach. Those who did not adopt the user story as an approach for their business requirements redesigned their requirements specification practices to “become more agile” [23, 28, 29, 30]. We observe that while the literature sources discuss explicitly the user story elicitation and documentation practices, they provide mostly hints regarding the requirements (re)prioritization process at inter-iteration time. We note, however, that the number of publications on agile practices in large projects is significantly less than the overwhelming amount of ‘success stories’ in agile projects in SME. This is not a surprise, as Ambler indicates that most agile teams are less than 10 people and are collocated [14]. Moreover, Eckstein [3], a prominent agile-at-the-large author suggests that fewer experiences from large projects are published merely because the failure rate of large projects is higher. While this sounds intuitive, it implies that the RE community is exposed to less empirical evidence on how large-scale agile RE happens and, in turn, little is known about whether theory and practice are always consistent. As we indicated in our earlier study [2], deviations of the real processes from the rules of agile development are rarely reported – which does not necessarily mean that they do not exist.

In the rest of the section we present what these sources say with respect to our four questions.

**RQ1: Who are the decision-makers in the prioritization process? Which roles are involved and what are they responsible for?**

All published sources mentioned in Table 1 indicate that the ultimate decision-making on priorities lies with either the product owner or the client. However, information inputs into decision-making are provided by a number of team players on the vendor’s side. The literature suggests that this is necessary because in large projects there is a gap between (i) the level of detail in the user stories provided by the client for iteration planning purposes, and (ii) the level of detail in the architecture and the system level features that developers need for effort estimation purposes. To close this gap, clients and vendors typically apply a ‘team of teams’ [3] (or ‘stream of streams’ [23]) approach. Examples of roles that companies introduce in large agile projects and that provide input to requirements negotiation and decision-making are: (i) ‘requirements architects’ (responsible for “taking the high-level features defined by product management and decomposing these, on a just-in-time basis, into the more detailed requirements and stories needed to drive iteration planning” [12]) and (ii) business area owners [13]. The people in these roles collaborate with the overall project manager (or the scrum master) who is in charge of making sure that teams are working in parallel in a timely manner. The scrum master is well aware of dependencies among teams and uses this knowledge to resolve them as early as they arise [27].

**RQ2: What criteria do large companies use to make risk-and-value-driven decisions during agile prioritization in an outsourced mode?**

Based on whether the clients’ or vendor’s perspective is considered, the studies suggest business value and risk, respectively, to be the key prioritization criteria. The agile literature sources implicitly assume that client’s value and vendor’s risk are both attributes of a large agile project [3, 6, 13, 23, 26, 28, 29, 30].
Yet, how these two concepts relate to each other, e.g. whether they are opposing forces, and if so, how to balance them in a way that is win-win for both parties, seems to be unknown. To the best of our knowledge, there is no empirical study that explains how risk-minimization takes place during agile RE. Moreover, our earlier research on the business value generation by means of agile prioritization [2] also found that very little research has been carried out with respect to business value. Hence, how these should be balanced in an outsourcing situation is yet to be documented.

**RQ3: What is the relationship between project settings and requirements prioritization?**

The agile RE literature discusses two characteristics of the project setting which influence decision-making in requirements (re)prioritization at inter-iteration time: need to embrace change and project constraints. However, the agile authors point out that in large projects these characteristics are complemented with scope and the number of project staff. The last two are deemed ‘first order dimensions’ [3] that define the ‘largeness’ of a project. Scope characterizes the complexity of the requirements, while number of project staff is related to the exposure to risk: the more people involved in a project, especially the larger the number of client representatives, the higher the risk of contradictory requirements. The agile literature sources (Table 1) acknowledge that agile RE practices need to be implemented differently in large projects because at a specific project size and mode of execution (such as offshore outsourced) “things do not work out the normal way anymore” [3], and because new problems may surface due to the largeness of the team (and those are easier to handle in small teams).

**RQ4: How does the vendor’s team combine value creation for their own organization with value creation for their client?**

Three sources [3, 13, 23] indicate that a win-win client-vendor collaboration is possible if the project team is aware of the need to balance vendor’s value and client’s value. However, the question of what is a ‘good’ balance and what is a ‘good’ way to achieve it in specific contexts, is by and large under-researched. In [2], we have a clear indication that the vendor and the client perspectives differ. However, the way in which these two perspectives may differ depends on project-specific context factors, e.g. if the contractual agreement is fixed-price, or what the level of trust between client and vendor is. Eckstein [3] and Larman [13] do provide advice on how to consolidate these two perspectives in a project. However, the advice is in the form of guidelines, assuming that the readers have enough knowledge and experience to imagine how the implementation of these guidelines would work in their own setting.

### 3. Research Method

Our embedded case study design follows the guidelines by Yin [15] as well as Scholz and Tietje [22]. We chose the embedded case study form because we wanted to obtain a detail-rich, holistic and contextualized description - from multiple projects undertaken by a large outsourcing vendor, regarding how requirements reprioritization took place. Yin [15] makes a distinction between a holistic and an embedded case study. While a holistic case study examines the global nature of a program or an organization, an embedded case study includes outcomes from individual projects within the program [15]. We applied purposeful sampling [17] when looking for suitable projects. Our purpose was to find projects that had dispersed users and a project team that already earned experience in using an agile delivery model, or at least used a collection of agile practices. Hence, as we describe in the following subsection, our case study involves more than one unit, or object, of analysis [17]. We used in-depth interviews [16] as a data collection technique and grounded theory [17] as a data analysis technique. The in-depth interviews technique was selected because of two reasons: (1) it is a suitable technique for an inquiry like ours, and (2) the resulting data offers a robust alternative [16] to more traditional survey methods. This is especially the case when the absolute number of participants is less important than a rich investigation of content. In our data collection, we triangulated data from multiple sources (e.g. participants across three different projects and in different roles, whose experiences varied broadly based on the specific role each one
played). This was done to ensure that our interviews provide a multidimensional image of composing activities in our particular project setting.

As mentioned above, we carried out the data analysis by implementing the grounded theory (GT) building techniques according to Kathy Charmaz [17]. GT is a qualitative method applied broadly in social sciences to construct general propositions (called “theory” in this approach) from verbal data. This approach is exploratory and well suited for situations where the researcher does not have pre-conceived ideas. By this, GT methodologists [17] mean situations in which the research does not start with hypotheses or a predefined theory and then seek proof. Instead, the researcher is driven by the desire to capture all facets of the collected qualitative data and to allow “theory” to emerge from the data. In the field of empirical SE, researchers have been using GT to find answers to questions that address relatively “uncharted land” (as Baskerville et al. refer to it [35]), or a phenomenon about which little is known. Recent examples of GT studies in SE include the publications [35, 36, 37]. In the RE field, examples of applications of GT as an empirical research approach are published by Urquhart [32], Martin [33] and Martin et al [34]. The GT process is presented in more detail in Section 3.3.

3.1. The case study process

As indicated in the Introduction, our research questions were motivated by our earlier research that took place in the context of SMEs. We acknowledge, however, that the context of this study is different (namely, large projects in a large organization) and as a result has its own issues. Therefore, we kept an open mind and did not have any preconceived ideas of what the answers would be.

Our exploratory case study process included the following steps:

1. Compose an interview questionnaire,
2. Validate the questionnaire with the help of an experienced researcher,
3. Implement changes to the questionnaire based on the feedback,
4. Do a pilot interview to check the applicability of the questionnaire in a real-life context,
5. Carry out semi-structured interviews with practitioners according to the finalized questionnaire,
6. Sample (follow-up with those participants that possess deeper knowledge or a more specific perspective).

We carried out 16 interviews in total. The interviews were 1 hour and 20 minutes long on an average. All interviews were conducted either face-to-face or facilitated through video conferencing. For each of the embedded cases, the first interview was treated as a pilot interview. A special set of factual questions related to the context, scope, etc. of the project, were asked in these interviews. Before each interview, the interviewee was provided with information on the research purpose, the research process and the rights and responsibilities of the companies participating in the case study. At the meeting, one researcher (Van der Veen) and the interviewee went through the questionnaire, which served as a guide to the interviews. The questionnaire was composed of two parts: the first part discussed the prioritization practice that each interviewee experienced in a project. The second part included questions related to the risk, the business value perception and how the value and risk were balanced as an essential part of the requirements prioritization decisions. The rationale behind this structure was to focus the attention of the participants on a concrete example, and then to clarify the consideration of risk and value as part of the prioritization decision-making process. Here, we make two notes: (1) that no substantial changes in both the questionnaire and case study protocol took place after the pilot interviews, so that these could be considered part of the case study; and (2) that during the interviews there were instances when questions, other than those included in the questionnaire arose. These questions were not previously anticipated; however the researcher conducting the study considered them interesting and pursued the interview in that direction.
3.2. The case study project organizations and participants

To investigate the vendor’s perspective of how value is created in agile RE, we examined three separate projects within the larger organization. All projects used Agile, specifically a form of Scrum that was adapted to the specific context. All practiced Agile RE, with (re-)prioritization occurring regularly. Finally, all were distributed projects, with at least two geographically separated locations being involved. Our study included 16 practitioners who were working at various capacities on one of the three projects. This allowed for including a variety of perspectives on the studied phenomena, which in turn, ensured triangulation of data in our research process [15].

The case study projects are described in Table 2 in terms of (i) type of engagement, (ii) scope, (iii) number of team members (staff), and (iv) project duration. For confidentiality reasons, we refer to these projects as project Alpha, project Beta, and project Gamma (Table 2). The three projects had a number of broad similarities, as well as differences. All projects were outsourcing contracts. In terms of scope, projects Alpha and Beta were large. Project Gamma on the other hand, was a medium size project. With respect to the nature of contractual agreement between vendor and client, project Alpha was a fixed-price/fixed-duration project, while projects Beta and Gamma had a flexible timeline. From the three projects, specific case study participants were selected based on the following criteria: (i) they had professional characteristics in common, which pertained to the topic of our study and (ii) they had the potential to offer information-rich experiences.

The list of our case study participants is presented in Appendix A. Therein; we provide the details of the participants’ roles in the company as well as the mode in which the respective interviews were conducted.

<table>
<thead>
<tr>
<th>Outsourcing Project</th>
<th>Project Alpha</th>
<th>Project Beta</th>
<th>Project Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of engagement (Outsourcing arrangement)</td>
<td>Single external client</td>
<td>Collaborative external client</td>
<td>Inter-departmental project</td>
</tr>
<tr>
<td>Scope</td>
<td>Large</td>
<td>Large</td>
<td>Medium</td>
</tr>
<tr>
<td>Number of team members</td>
<td>124</td>
<td>35-40 + Client Team of about 100</td>
<td>35-40</td>
</tr>
<tr>
<td>Cost and Duration</td>
<td>Fixed</td>
<td>Flexible</td>
<td>Flexible</td>
</tr>
<tr>
<td>Modularity of Product Architecture</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

In what follows, we describe the contextual setting of each case study project in more detail.

Project Alpha
The practitioners in project Alpha were part of two programs involved in the development of a large software solution in the application domain of insurance process automation. The practitioners were experienced in working on large projects that had the objective to deliver a large enterprise system for a client in the insurance business. The system was aimed at automating the core business processes of this client’s organization.

The development project teams were co-located, and the client teams were dispersed globally. The case study participants included: one Scrum master, one business analysts, two business analyst leads, one delivery head (responsible for transforming the clients’ user stories into ‘delivery stories’ that include architecture design decisions and non-functional requirements), one portfolio manager (who was
responsible for the group of client’s projects managed as a portfolio), and one test scenario team lead (responsible for end-user acceptance testing and making sure requirements are testable and verifiable).

Project Beta

The second project consisted of a team of around 35 to 40 people, whose function was to complement an existing development team on the client’s side, leading to an overall project consisting of 150 people. The team’s engagement was not for a specific project, but was in place in order to enhance the client’s existing development effort. This engagement started three years earlier to the time of the interviews, with Agile having been adopted as a development methodology for the previous year. Various products were under active development, and these products were divided into ‘releases’, with each release consisting of a number of sprints of either two or four weeks. Requirements here were in constant flux, with the mind-set to accommodate requests from the business whenever possible, although, requirements taken up during a particular sprint were kept as consistent as possible for the duration of that sprint.

Project Gamma

In project Gamma, the client was an internal, but not co-located business customer. This project differed from the other two projects in that the product was developed for an internal client, who then used the product to develop solutions for an external customer. For the purposes of this paper we will refer to the former team as the ‘development team’ and the latter team as ‘the client’ (as there was little to no direct interaction between the first development team and the external client). The project consisted of 26 people, with 21 people on the developer’s side and 5 on the client’s side (again, we refer here to the internal client). The product was a model-driven development environment. In contrast to the other cases, the development team was the actual owner of the product, and used its interaction with the client as a way to expand the product with the aim to make it widely applicable in a broad range of settings. As the client used the tool for their own development, they actively discovered bugs or limitations and sent the change requests to the development team. The development team then tried to accommodate these requests as quickly as possible so as not to slow down the client’s development effort. In contrast to the other cases, the requirements for the product was not only determined through feedback from the client, but were also influenced by the fact that the development team had its own long-term plans for the tool, that it worked towards. Another factor influencing requirements was a separate process of internal proof-of-concept development for showcasing the tool’s capabilities. As the tool’s development was part of a broader research initiative, the research team also played a role in designing the project. Although the model-driven development environment project had been underway for at least 10 years, the development team switched to Agile only four months before the interviews were conducted. This transition was triggered by the advantages the client team achieved through their own transition to Agile. Individual sprints were four weeks in duration at the start of the transition, but were later extended to six weeks to allow for more time for testing and consolidation. Between the sprints, a period of one or two weeks was used for planning the next sprint (in the other two cases, this happened concurrently). As with the second project, changing requirements were accommodated whenever possible, but intra-iteration re-prioritization was kept to a minimum.

3.3. The data analysis process

The interviews were tape-recorded and then transcribed by one of the researchers (Van der Veen). Because this researcher was in a country in Asia, while the analysis was supposed to be done in collaboration with another researcher (Daneva) located in Europe, the researcher responsible for data collection (Van der Veen) took special care of the transcribed information. For example, the first researcher added notes about the non-verbal language of his interviewees, and indicated whenever an interviewee paused and expressed doubts regarding the completeness of the information provided. This turned out to be critical information to the other researcher who was engaged in the coding. Once the transcripts were ready, we applied the data analysis guidelines of the GT approach [17]. Essentially, GT analysis includes ‘coding’ and ‘constant comparison’ of the interview data. Coding is the way of learning
to know the data. It is the process of conceptualizing the data by reading the data line-by-line and marking a segment of data with a descriptive word. Constant comparison is the process through which we constantly compare instances of data that we have named as a specific category with other instances of data, to see if these categories fit and are workable. This process helps grouping the data into categories. The resulting codes and categories guide the writing-up of our results and aid in improving the accuracy of the claims [17].

GT methodologists recommend that coding and constant comparison be done iteratively. Two researchers (van der Veen and Daneva) coded the interview text independently, at different locations and with little communication between them. This was done to ensure code validity. However, the results of the coding and interpretation of the data was discussed and peer-reviewed iteratively with two other authors (Amrit and Sikkel) of this paper to establish consistency and the emerging clustering into categories. Our analysis proceeded as follows: the researchers first read the interview texts and attached a coding word to a portion of the text – a phrase or a paragraph. The coding words were selected to reflect the relevance of the respective portion of the interview text to a specific part of the studied phenomenon. This could be a concept (e.g. ‘requirements dependency’, ‘risk’), or an activity (e.g. ‘risk estimation’). Some of the codes were a logical continuation of the composition of the interviews, as standard aspects of the process were discussed, e.g. ‘size of the team’, or ‘decision-maker’. In the case of specific incidents, we asked the interviewee what concept or activity the interviewee had been talking about, which we duly noted. We then clustered all pieces of text that relate to the same code, in order to analyse it in a consistent and systematic way. We then compared the codes to each other for the purpose of searching for similarities and differences between them. This inter-code comparison enabled us to identify underlying and emerging uniformities in the meanings of the codes (i.e. the concepts or activities) and with this we produced categories. Other categories, and respectively - codes, emerged during the coding process as a result of observations we had not anticipated. These primarily concerned concepts and aspects of the process we had not explicitly addressed in the questionnaire. Those were for example, ‘delivery stories that describe the non-functional requirements and architecture’, ‘domain owners’, or ‘risk…’. An illustration of our coding is presented in Appendix B (Table 5). This example uses transcribed text from the project Beta, where the code corresponds to the italicized interview text.

The emerging categories were analysed in relation to our research questions. The categories were clustered in headline themes that addressed our research questions (as described in Section 4) – i.e. similar categories were aggregated into a headline theme (each headline theme one of our four research questions). The results of the data analysis are presented in the following section.

4. Results

4.1. Roles of clients and of developers

RQ1: Who are the decision-makers in the prioritization process? Which roles are involved and what are they responsible for?

From vendor’s perspective, our findings indicate that people that are assigned one of five roles, namely; Business Analyst, Tech Lead, Domain Owner, Delivery Team Head and Test Scenario Team Lead, collaboratively make requirements decisions at inter-iteration time. The decision to sign-off is with the client’s Product Owner. We note that unlike the product owner’s role, as explained in agile books (e.g. [13]); the product owner in our case study is a person at the client organization. The Project Owner is responsible for overseeing the project and for making sure that the right changes are communicated to the vendor in a timely manner (e.g. before the vendor’s team starts implementing the requirements that would be subjected to changes). The product owner’s business decisions are informed by Subject Matter Experts who are also representatives of the client’s organization. These are senior managers responsible for various
parts of the business. For example, in insurance, this would be setting up insurance policies, managing client complaints or defining long-term care benefits. The vendor’s organization is represented by five roles: (i) **Business Analysts** who document the business process and data requirements in the form of user stories; (ii) **Tech Leads** who are functional managers of software development staff (e.g. design, testing), (iii) **Domain Owners**, who are responsible for accumulating knowledge of the business domain of the client, sharing it among team members, and packaging it in a form that is reusable in future projects, (iv) **Delivery Team Heads** who are ultimately responsible for ensuring that their teams of domain experts deliver all the desired functionality along with the architects, who design a system architecture that meets all the non-functional requirements, namely maintainability, changeability and usability, and (v) **Test Scenario Team Leads** who are responsible to ensure technology dependencies and constraints are considered as early as possible in the agile reprioritization process. We now illustrate some examples from our interview data that support the above findings.

“It is **product owners** [who are responsible for decisions on priorities]. Then [our] delivery story team, we have BAs; **Business Analysts**. And then tech leads are also involved in that to say 'this is the sequence and this is the way we can implement it based on the design perspective'. So these are the three people who are involved. And then in some of the teams we have the **scrum masters** also. They're also part of that” (Alpha, P3)

This statement by P3 (from project Alpha) illustrates the important role played by the **Product Owners**, who are then complemented by the **Business Analysts** and **Tech Leads**. P4 and P0, also from project Alpha, had the following to say about the business analyst, domain owner, product owner and the solution architect roles.

“The collection team has **business analysts** from the client, then domain owner from the client, then technical people; testers, everyone is involved in that.” (Alpha, P4)

“...for each SCRUM, for each collection, we have to have one **domain owner, product owner** from client-side, so they will be at off-shore, whereas all the solution architect team from there and risk compliance team, all these teams will be there in on-site.” (Alpha, P0)

On the other hand P1 in project Beta had the following to say about the roles in the project’s prioritization process.

“**Business analyst** will have interaction with the business customer, and later with the **IS analysts**, you go on with the developer who does the architect work also. Ok? So the developer and the tester are here, ok? Once it is all done, you go for the business sign-off. So it has been this, where the business customers were on the client side. **Business analysts** were both... on-site and off-shore, and the **IS analysts** were from the client side. Ah... see, I'm just specifying this from the client side to say that they take the ownership, but we will be included in all the...” (Beta, P1)

Here by the term **IS Analyst**, P1 refers to the **Project Owners** that we describe in the paragraph above. Hence we see that the importance of the **Business Analysts** and **Project Owners** in the development process.

P2 from the same project Beta had the following to say about roles and prioritization:

“ [...] and the task will be... like actually, the **SCRUM master** will come up with the high-level information about what he is about to do. [...] Based on the developer input, analysis and analyst explanation, we will go for the high-level estimation, the tasks will be allocated and we will go with the task” (Beta, P2)

Here we need to equate the **SCRUM Master** role described by P2 to role played by the **Tech Lead**, as described in our findings above. P2 (from project Beta) in above statement describes the crucial role played
by the *Tech Lead* in prioritizing the requirements where the prioritization is taken up by the *Delivery Team Heads* (developers), *Test Scenario Team Leads* (testers) and *Domain Owners* (managers).

We note that the Domain Owner and the Delivery Team (and the Delivery Team Head) roles were sensitized to the new concepts that were introduced due to the use of agile RE practices in the company. Regarding the Domain Owner role, our interviewees deemed that the complementary use of this role (in addition to the well-known roles of business analyst and product owner), increased the accuracy of development estimates and improved the collaboration between the development team and the client’s product management. For example:

“There would have definitely instances of ah... development team now knowing specifics of that [...] in all the domain actually they have *domain owners* sitting here; *SMEs or domain owners*. So that issue didn’t actually persist for long. So it’s a... as and when we didn’t know something we went and asked them (domain owner) and it was just on the spot we clarified that and they provided that knowledge.”

(Alpha, P4)

In the above quote participant P4 (project Alpha) describes how the *Domain Owner* role from the client improves and facilitates the vendor team’s interaction with the client.

Development efficiency was also increased by eliminating efforts formerly spent on detailing requirements up front that became moot at the time of implementation.

Furthermore, a designated delivery team comprising senior architects considered the pragmatic approach to include non-functional requirements early in the agile RE cycles, trace those to concrete architecture design choice, and analyse the impact of changed requirements on the architecture.

### 4.2. Risk-based criteria

**RQ2**: What criteria do large companies use to make risk-and-value-driven decisions during agile prioritization in an outsourced mode?

All our interviewees indicated that the concept of business value is more related to the realm of the client. According to them, the business value in a particular project is explained in the project’s business case. The client’s product owner makes sure that the business requirements that go into the user stories are indeed of value to their business. The vendor assumes that the client has profound knowledge of what represents business value for their organization and that the client would communicate proactively any change that affects the business value of the product features being delivered (e.g., changes necessitated by revised or new legislation or regulatory rules specific to the insurance industry as a whole). The responsibility of the vendor is (1) to capture the requirements in user stories, each one (according to our participants), to include scope, non-functional requirements, business rules, and acceptance criteria; and (2) to transform the user stories (written, and updated by the vendor’s business analysts on behalf of the client) in architecture design and in working code. This transformation is supported by the so-called *Delivery Stories*. These are user stories translated into design and test cases. A delivery story (i) can be estimated in terms of size of the functionality to be created, and also person/hours to ‘deliver’ it, and (ii) has an associated risk (from the perspective of the vendor’s team), if it is subjected to later changes. We explain the concept of *Delivery Story* in more detail in subsection 4.3.3. Hence for project Alpha, risk was related to anything that endangered the project delivery according to the fixed-price/fixed-schedule contractual agreement. (We will see later in this section that risk is as important a prioritization criterion as business value). However, though less critical, even for the projects Beta and Gamma with flexible price/schedule agreements, there was risk associated with repetitive project delays and additional costs.

All participants deemed the delivery stories as the pillar in the requirements reprioritization process, because of the estimates being done based on them. The delivery stories are created by a special delivery team responsible for the project. Software architects play an active role in this team, as they ensure that the
architecture design choices that are made during requirements reprioritization are compatible with the choices made earlier.

Most interviewees in project Alpha and Beta indicated that Requirements Dependencies, Volatility, Risk, Effort, and Technical Depth are the prioritization criteria used by the vendor’s organization in the agile requirements reprioritization process. These criteria are also used to decide whether to escalate requirements issues to the client’s product owner.

All interviewees in project Alpha put forward the concept of requirements dependency, for example P2 (project Alpha) had the following to say:

“[...] if at all, the dependencies have been identified very clearly, we can go ahead, otherwise we have to look into the dependencies first, and then decide, maybe not the entire series maybe we’ll pick the initial, [...] Those are, mainly, these re-prioritization is mainly triggered by the changing requirements, and not getting the signed-off requirements on time also. [...] For each user story I should know this user story depends on all these, ok? So, inside the design, inside the story we definitely have one explicit placeholder for marking the dependencies, but the same thing we want to track it in the backlog itself.” (Alpha, P2)

Hence, P2 (project Alpha) describes the prioritization difficulties faced due to the volatility (from the technical perspective, as we shall explain later), dependence among requirements and specifically due to dependent user stories.

P2 from project Beta had the following to say about requirement dependencies and prioritization:

“ [...] Ah... but when, when we go for the long run, say, when we are trying to pick up our... pick up the task in backlog, obviously they’ll pull out the dependency items or the user stories together. [...] So.... yes, when we do the re-prioritization, or the planning, they will bring the user stories which are dependent on each other.” (Beta, P2)

However, in project Gamma Requirements Dependencies played a lesser role in the prioritization of requirements. The reason for this was because the design architecture for the Gamma project was more modular and had fewer dependencies (and these were well known) compared to the architecture of the Alpha and Beta project (Table 2). As evidenced by the following statement by P0 (from project Gamma):

“Yeah, they will have ah... from their perspective yes, definitely they will have to do that analysis. Here, more or less, the features are atomic, and the dependencies are very well known. So... it's... by definition only, they come out easily.” (Gamma, P0)

The case study participants pointed out six types of Requirements Dependencies:

(i) **Inter-domain** dependencies that are concerned with requirements cross-cutting multiple business areas (e.g. client’s policy set-up and client’s complaint management);

As P5 from the Alpha project said:

“...and the interactions here are not silo-ed. It is actually across domains. Ah... what happened was; as we went through the user stories, we would actually come across... we would see that there were many dependencies between each of these, you know, processes, entities.” (Alpha, P5)

(ii) **Intra-domain** dependencies that refer to sequencing requirements that build upon each other within a specific business process (for example, the closure of a client insurance file depends on certain activities that must happen before the file is ready for closure); For example, Interview Quote 9 (from (i) above) also describes the intra-domain dependencies – dependencies between processes and entities
(iii) Dependencies due to downstream activities, which means sequencing requirements in a way that maximizes the use of the available human resources (e.g. testers, designers, architects); For example, P1 from project Alpha had the following to say:

“So... and sometimes we pick up stories parallelly because I cannot put the stories on hold, there is a lot of downstream dependency, so we work on parallelly, agreeing with domain owner.” (Alpha, P1)

(iv) Team-based dependencies concerned with avoiding multiple teams having to work on the same or on dependent artefacts; For example, P1 from project Alpha said:

“[…] And having more scrum teams also would not help because of dependencies and components... the application is so... it is a single mono-source component application, so that gives a lot of challenges in terms of having more resources also, because at times four people have to work on the same component. Which might be easy, but still... merging at the end of the sprint, it's a nightmare.” (Alpha, P1)

(v) Dependencies among user stories; these are imposed by the order of activities in a specific business process (e.g. client’s identity data needs to be entered before client’s file is altered).

“We went through the user stories, we would actually come across... we would see that there were many dependencies between each of these, you know, processes, entities.” (Alpha, P5)

(vi) Dependencies among delivery stories; these are dependencies between non-functional requirements (e.g. usability, maintainability) and architecture choices; for example, the first quote in this section (Alpha, P2) refers to such a dependency.

Furthermore, Volatility is a feature of a group of requirements that the client anticipates to change. Our interviewees suggested that two types of changes were permissible in the project: (i) changes from a business perspective, which means changes because of new/updated legislation and regulation rules, organizational priorities (e.g. mergers and acquisitions happening in the client organization), new/updated business rules and (ii) changes from a technical perspective, which refers to the cases when vendor’s tech leads find delivery stories too expensive or too inflexible (e.g. severely limit the architecture) or when team/downstream dependencies cause changes that call for reprioritizing the requirements, so that the project gets finished on time and within budget. For example, as participant P0 in project Alpha shared:

“We completed the delivery story we were supposed to start, and then we came to know that those stories were not correct anymore because of the changes to the legislations.” (Alpha, P0)

This statement by P0 (project Alpha), clearly illustrates volatility due to changes in the business perspective. On the other hand, the first quote in this section (Alpha, P2), also illustrates a typical example of volatility from the technical perspective.

Next, Risk is considered by our interviewees as anything that questions the project’s ability to deliver the system according to the planned deadline. Risk might refer to any change that calls for severe redesign of the architecture, or any change that impacts some essential non-functional requirements, e.g. maintainability. Since the vendor will be responsible for maintaining the system later on, the vendor’s team is committed to a high level of maintainability. Hence, they treat any delivery story that is not compliant with the objective of making a highly maintainable system as a risk. Apart from risk, Effort implies the estimated amount of person hours to complete a delivery story. The vendor’s organization uses empirical data about the productivity of their teams to provide accurate estimates (as feasible) as an input to the requirements reprioritization process.

Lastly, Technical Depth implies the amount of architecture-redesign related work that accumulates over a period of time, due to having a short-term perspective on architecture. Newly-arriving requirements may
be technically un-implementable because of limitations in the current architecture. The need to accommodate these requirements would mean significant effort spent on redesigning the architecture. Technical depth refers to those situations in which development is considered safe to start without much focus on architecture design. For agile projects in such a context, technical depth becomes a prioritization criterion. Table 3 presents how one participant from project Beta explained this concept.

We note that according to our interviewees the concepts Risk and Effort seem closely related, from the vendor’s perspective. Our case study participants emphasized the fact that risks as perceived by clients and risks as perceived by vendors are different. They pointed out that in a fixed price/fixed schedule project, additional effort (e.g. adding new project staff, billing) is not a risk for the client. But for the vendor this would mean having to ‘spend’ (elsewhere) employable people at no extra price. The vendor would try to minimize this, if an effort-intensive user story is deemed high-priority. They explained that if a project is not fixed-price, it would become a client’s risk and there would be intense deliberations as to whether the effort being proposed by the vendor is really justified. At this point, according to our interview data, the importance of trust and ‘relationship’ between vendor and client comes into play. The interviewees agreed that these aspects could well be subjective to some extent. However, they thought that if we explicate the domain knowledge being used to make the effort estimates and to assess risk — based on a systematic process — it might be less subjective. This relation between Risk and Effort can be seen in the following quote by P3 from project Alpha.

“Today morning we had one discussion where we were saying 'if you implement it somewhere else, it will save our effort, and it will be a right thing'. But the way the business team, they explain, they said no, this is a scenario. But then we found there are other gaps also. So, what we say, we will implement this, or we can keep a reason for this, once a change request comes for this, we will implement this portion. So it helps us to put the right thing instead in future we would again do a re-work. So you give me additional requirements and I’ll plug it. Instead of I’ll rework something now I will take out the things now, and in future I will implement your solution”. (Alpha, P3)

4.3. Characteristics of the project’s settings that influence the prioritization process

RQ3: What is the relationship between project settings and requirements prioritization?

<table>
<thead>
<tr>
<th>Outsourcing Project</th>
<th>Project Alpha</th>
<th>Project Beta</th>
<th>Project Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roles (RQ1)</td>
<td>The 5 roles</td>
<td>The 5 roles</td>
<td>2 Roles (Business Analyst and Tech Lead)</td>
</tr>
<tr>
<td></td>
<td>mentioned</td>
<td>mentioned</td>
<td></td>
</tr>
<tr>
<td>Importance of</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prioritization Criteria (RQ2)</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Dependencies</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Volatility</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Risk</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Effort</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Technical Depth</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
</tbody>
</table>

We found that the requirements prioritization processes was consistent throughout project alpha regarding: (i) the shared understanding of client’s business value as the key driver, (ii) the way risk was treated and the attention that was paid to it, (iii) the use of delivery stories for effort estimation purposes,
the change impact analysis procedures being used, (v) the communication and escalation procedures that were followed to interact with the client’s product owner. The perceptions on how the reprioritization processes was carried out varied from participant to participant. Different actions were taken by different participants as a response to risk estimation information. Each participant represented a specific role and the variation is traceable to this role. This implies that though the interview data provided by business analysts did not diverge, yet the experiences of the business analysts, scrum master, portfolio manager, as well as that of the testing scenario lead varied. For example, the testing lead was more concerned with requirements dependencies in terms of downstream activities and escalated them on a regular basis, while the business analysts were mostly focused on inter-domain and intra-domain dependencies. On the other hand, our interview data revealed that in project Beta and project Gamma the answers to our research questions 1, 2 and as a consequence 3 were different, as seen in Table 3. For RQ1, though the number of roles was the same for project Beta, they were significantly less for project Gamma. Also, most of the criteria we mentioned as important for project Alpha had reduced or no importance for projects Beta and Gamma. We think the reason behind this could be the different degrees of outsourcing (Table 2) for projects Beta and Gamma, as compared to the more traditional outsourcing scenario in project Alpha.

Some factors that influence the prioritization process could be expected, based on literature. The type of contract has a large impact: if it is fixed-price, there is a natural tendency on the vendor’s side to reduce risk.

In addition we discuss some context factors, which, based on the interview data, seem to be responsible for the consistency of the requirements reprioritization process (and the types of variations we observed). These are: maturity of the organization and the way domain knowledge was shared. An essential element in the prioritization, moreover, is the use of delivery stories as an artefact in the agile process in the organization in which the case studies were conducted.

4.3.1 Maturity of the organization

Apparently, being mature is a vendor’s quality that is instrumental to the scaling up of agile practices, such that pieces of enterprise system functionality with high business value for the product owner can be delivered quickly and visibly. Being mature (e.g. CMM level 5) means that a vendor has the robust infrastructure for software process improvement. If such a vendor chooses the agile paradigm as their improvement strategy, the vendor can leverage the process improvement infrastructure and design working proposals on how to implement the agile principles and practices in their organizational environment, so that an agile process for system delivery is repeatable and predictably successful.

We note here, that we do not mean any organizations that just strive to obtain CMM level certifications (for the sake of being certified), but companies that create an environment in which teams and employees are genuinely committed to actual efforts in selecting relevant, applicable and feasible agile practices as well as ‘customizing’ these agile practices to suit different kinds of project execution scenarios (e.g. offshore or outsourced). We think it is realistic to assume that not all mature (e.g. CMM level 5) companies may have this special focus. For this reason, although it is intuitive to believe that the maturity of CMM 5 organizations can help the performance of an agile project, we think that it’s not the maturity level alone that determines the success of agile practices. Instead, we think that it is the special focus on process excellence and the organization’s urge for adopting and adapting agile values and practices, which has influenced the agile prioritization process, as described in this case study. In our case study site, all professionals were briefed on why and how agile approaches will be used in the organization and in the project. The plans for using agile approaches were elaborated in detail (by the vendor’s program management office and process excellence team) and written down to make sure that all processes are defined and followed. To be effective, the policy had basic information that everyone working on the project must know.

4.3.2 Domain knowledge sharing and the complementary use of roles
Our data analysis indicated that domain knowledge sharing (which was broadly encouraged in the vendor’s organization) seems to be an important context characteristic that affects the way in which agile requirements prioritization was implemented. A feature of the agile RE process in our case studies is the complementary use of the Domain Owner role. This puts an emphasis on accumulation and sharing of knowledge and, where needed, transfers of domain knowledge from clients to developers.

P1 from project Gamma had the following to say about the complementary use of the Domain Owner:

“We have a kind of [specifically responsible for the domain knowledge in the team]... business analyst, they understand the domain. And then there are some set of people who work for... only for development, development activity. So there are business architects, technology architect... business architect works closely with the domain people. And then we have enterprise architect, they understand both.”

(Gamma, P1)

We think that the fact that the vendor proactively considered the need for sharing knowledge (and in turn organized the agile RE process by paying much attention to it) is not accidental, because domain knowledge sharing is related to vendor’s maturity and commitment to adopt/adopt agile values. As stated in the Agile Manifesto [19], the agile values and practices are primarily oriented to the team and project level and their premises rely heavily on the team of professionals immediately involved in a particular project effort. For a highly mature vendor, one can easily assume that the vendor will want its processes propagated broadly and across different locations. As we can expect from a highly mature organization that has already established both the infrastructure and the mechanisms to preserve knowledge and information (and methodically apply approaches to making knowledge explicit across teams), it is natural for them to maximize the benefits of the infrastructure and use knowledge sharing to strengthen the agile RE and project delivery.

4.3.3. Delivery stories as artifacts

General practice in agile methods is the translation of requirements into user stories. One novel concept that was discovered with regard to the implementation of Agile in this setting was that of ‘delivery stories’. This was introduced by the team of project Alpha and later adopted by project Beta as an internal best practice. Delivery stories are created by taking user stories and turning them into a functional specification, high level design and test scenarios. This method provides the necessary translation step in a situation where developers do not directly receive requirements from the clients. As one participant remarked:

“[…] it is not easy to comprehend from the business rules and directly develop. There is no proper flow sometimes, so, we had formulated delivery story idea.” (Alpha, P0)

The project lead for project Alpha described delivery story as the following:

“[…] delivery story is like a pre-development work for the Scrum” (Alpha, P1)

The concept also provides large projects with something more measurable and concrete than the relatively less quantified concept of user stories. Multiple participants from projects Alpha and Beta stressed the importance of delivery stories. However, though the participants in project Gamma did not explicitly use the concept of Delivery Story, they did have an intermediate translation model between the gathering of requirements and the final architectural design specification¹. From the interviews, as well as

¹ Project Gamma, although it did not use delivery stories specifically, did formalize its requirements process to a certain extent. Project Gamma had a consultancy team that received requirements from the client in the form user stories. The consultants then translated these short descriptions into more concretely defined specifications that could be handed over to developers. In this way, project Gamma represented, in some ways, an intermediate stage between the less explicit requirement gathering found in typical agile projects, and the highly formalized delivery story process we observed in Alpha and Beta.
with the help of project documents made available to us, we have pieced together the steps that go into the user story – delivery story translation process.

First, the vendor’s business analysts acquire the user stories from the client. This user story is then assigned an owner, usually the person responsible on the client’s side. Individual user stories are placed in context (based on common features) with each other in a process map, which is a way to explicate dependency and functional sequence. At the start of development iteration, the user stories are taken up from the project backlog and turned into delivery stories. Groups of user stories are associated with a generic ‘feature’. The complexity of each feature is then estimated through a metric (high, medium, or low). The interviews indicate that this complexity metric is based on the experience and gut feeling of the business analyst, rather than on formal criteria. Although participants did indicate that they would like to adopt a more formal approach if one was available. Features are then mapped into sub-processes, which then become the eventual delivery stories as they are further specified. For each of these sub-processes, the client defines business rules, together with the acceptance criteria for each business rule. The vendor’s business analysts then take up these business rules and acceptance criteria, and translate them into functional specifications. At this point, the design team takes over and creates design specifications from the functional specifications, while the testing team uses them to create test cases. This process is summarized in figure 1.

Figure 1: The User Story – Delivery Story translation process

It should be noted that all the different elements depicted in figure 1 are mapped onto one another through a system of numbering of the specific user story, business rule and functional specification. This ensures traceability throughout the process, and enables project management to maintain a high-level overview.

At the end of this process, the following properties are associated with each delivery story:

- Amount of use cases
- Required time for use case implementation in person days
- Amount of GUI Screens
- Required time for GUI Screen implementation in person days
- Business rules and validations
  - Amount of business rules
  - Amount of validations
  - Amount of field validations
- Amount of test cases
- Required time for test case preparation in person days
- Required time for data models in person days
- Total time required for sub-process implementation
These delivery stories are created in close collaboration with the client’s representatives. After this process, requirements are concrete enough that they can be handed over to the actual development team while minimizing uncertainty. Formalizing and concretizing user stories in this way helps bridge any gaps in understanding that may exist between clients and developers. While this process makes requirements more explicit, clarification requests can still be raised.

4.4. Balancing value creation for the vendor and value creation for the client

RQ4: How does the vendor’s team combine value creation for their own organization with value creation for their client?

Based on the interview data, we distilled ten practices that the case study participants considered ‘to work well’ in a large agile project where there was a clear need to balance risk and value. The participants perceived risk and value as ‘opposing sources’ and used this synonymously to ‘combine value creation for the vendor with value creation for the client’. The practices are formulated below in actionable format as follows:

1. Maintain traceability between user stories and delivery stories at all times. This allowed everyone on board to see how a high-level business process ‘translates’ into smaller chunks, namely user stories and the respective delivery stories.

2. Establish a dedicated Delivery Story Team. These are people directly responsible for the ‘translation’ of the functionality that the client wanted into architectural design.

3. Run series of workshops (user story workshops and delivery story workshops). This is the particular way in which the large team of the vendor created rapport and built trust with the clients. (The mode of the workshops was some initial face-to-face meetings followed by video-conferencing and teleconferencing at regular intervals.)

4. Establish the role of Domain Owner. This role was deemed critical for acquiring knowledge about the core business processes and operational procedures specific to the insurance industry. The expected pay-off was that at the time of system maintenance, the domain owners would be instrumental in running the maintenance and operation processes effectively and efficiently.

5. Understand requirements dependencies before carrying out the design. This was critical to avoid the unnecessary implementation of complex functionality (only to subject it to changes a few days later).

6. Set up the Product Owner role at the client’s site. Unlike the recommendations in agile books that call a product owner someone on the vendor’s site who ‘represents’ the client, in the project of our case study it was the client who installed the role of Product Owner.

7. Use the requirements change impact analysis process set up at the vendor’s side to communicate to clients. The vendor’s team had clearly defined policies about what requirements changes were permissible and what were not. They consistently used the change impact process whenever they found that there was elevated risk associated with specific delivery stories.

8. Have changes confirmed directly with the Product Owner and resist the temptation to second-guess the client.

9. Use status (each three weeks) to signal transparency. The case study participants deemed this to be instrumental in building a trustful interaction with the client.

10. Be prepared for gradual training to gain knowledge of the domain. In the case study project, training activities were all supported by the client organization. For example, the client prepared a 100-page book on how the core business processes work. Our interviewees deemed the training ‘extensive’. In their view, the training meant investing resources (that were probably saved due to the adoption of agile practices!). They emphasized that the training was a worthwhile investment, as its returns would be realized in the next project with the same client organization.
5. Discussion

Our exploratory case studies were embedded in a CMM level 5 organization and covered different types of outsourcing engagements (see Table 2). Dibbern et al. [38] in their extensive review of outsourcing literature, provide a typology of outsourcing arrangements (page 12, [38]). In the typology they mention the degree of outsourcing (total, selective and none) as well as the amount of ownership (internal, partial and external).

<table>
<thead>
<tr>
<th>Degree of Outsourcing</th>
<th>Ownership</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal</td>
<td>Partial</td>
</tr>
<tr>
<td>Total</td>
<td>Project Gamma</td>
</tr>
<tr>
<td>Selective</td>
<td>Project Beta</td>
</tr>
<tr>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

As seen in Table 4, our embedded case studies cover the spectrum of outsourced project ownership. This gives us the unique position to also determine the impact of the different types of outsourcing arrangements on agile requirement prioritization. We observe that certain roles as well as prioritization criteria are given more importance as we move from an typical Outsourcing scenario (project Alpha) to a more internal sourcing scenario (project Gamma) (Table 3). We also noticed that certain practices like the use of Deliver stories, that we noticed in projects Alpha and to a lesser extent in project Gamma were not so important in project Gamma.

The case studies yielded a few findings regarding the essential aspects of requirements (re)prioritization in large agile projects, which deviated from what agile literature says about these aspects. Overall, these findings revised parts of our understanding about the following:

a) roles on the client’s and vendor’s sides, like the significance and utility of the Domain Owner role
b) artefacts like the Delivery story that helped in understanding and prioritizing the requirements
c) the prioritization criteria used, and the implementation of agile practices were different based on the context of the embedded case studies

We conjecture that the emphasis on specific roles as well as the need for special artefacts (documentation) was specifically due to the high maturity of the organization the case studies were embedded in. We now discuss some findings in more detail and add some general observations.

First, from vendor’s perspective, risk, volatility and effort are deemed key prioritization criteria next to business value. The concept of requirements dependencies plays a critical role in managing risk while deciding on requirements priorities. Focusing on dependencies as early as possible in the project was deemed beneficial, because of its potential to save rework and redesign. Our interviewees pointed out that if uncovered late, complex inter-dependencies on other system components and environments could hamper productivity, as a small change in one system can lead to cascading re-work in numerous different places. However, requirement dependencies play a significant role only if the architectural design is not very modular and/or if the dependencies are not universally well known development team members. As, seen in project Gamma (Table 3), dependencies did not play such a significant role in managing risk as the project was very modular (Table 2) and the few dependencies were common knowledge to the team members.

Second, an important role was played by the program management office and the process excellence team in the vendor’s organization. Their involvement in scrutinizing scenarios of how to implement agile practices in a project was critical. In our different embedded case studies, we noticed these two teams let the project team try out a proposal for implementation and learn from it, and only then decide (based on reflections from learning) whether to continue using the practice as implemented, or to modify it in the
next iteration. This led to lessons emerging as the project progressed, and also ensured that the new lessons were gradually incorporated into the company’s ways of getting things done.

Third, this set up, allowing lessons learned to be incorporated, lead to a new concept that merits further attention: the Delivery Story. Delivery stories are created from user stories by turning them into functional specifications, high-level designs and test scenarios; see Section 4.3.3. Delivery stories can play an important role in (re)prioritization, because they have an associated effort and risk. Also, fleshing out the high-level design details helps in better understanding the requirements.

Fourth, an interesting observation in our study is that agile RE was not treated as a tool-based approach that should be rolled-out across the project organization. Rather, it was considered a value-based approach. As a matter of fact, according to our interviewees, no special tool was used for agile RE. The vendor’s team members were, however, well aware of the business needs of their company to make agile philosophy work in large projects and were highly committed to making it succeed. This observation converges with the observation of McDowell and Dourambeis at British Telecom [9], that in order to be successfully agile in large projects, “team members have to want to do it”.

Fifth, a unique context factor in our case study organization was the determination to leverage domain knowledge. The vendor referred to domain knowledge as a reusable asset in follow-up projects. This brought up the role of Domain Owner. This role is an expensive investment, as it requires extensive training. However, it is expected to pay off in the follow-up projects that would take place with the same client. We note that, indeed, the vendor’s organization have taken up several initiatives to build reusable domain knowledge assets based on the lessons learnt by delivery teams and domain owners while implementing large projects. There is evidence that the pay-offs of the domain owner role are fully justified from other fields, where similar roles have been documented. In the field of RE for enterprise systems (e.g. ERP) there is enough evidence about the worth of the domain owner role. For example, earlier publications by one of the authors [20] revealed that for RE to succeed in enterprise system projects, the team must have three types of expertise: (1) in the business processes common for the business sector of the client, (2) in business processes of the specific client organization, and (3) in requirements models that define how the client’s business processes will be supported by the system. In our case study project, the role of Domain Owner was supported by means of tool-and-standards-based processes. For example, process modelling was accomplished by means of the ARIS toolset [21] (a leading product in the market of tools supporting model-driven enterprise system implementations). User stories and delivery stories were linked to the activities and events in the ARIS event-driven process chains [21]. In turn, this not only ensured traceability between requirements documents at different levels of detail (e.g. business processes in ARIS, user stories, and delivery stories), but also accumulated, packaged, and shared business process knowledge. The role of the Domain Owner and the environment settings that help it succeed and make an impact on the project, are under-researched in the agile RE literature. We think that one can expect agile projects to benefit in certain ways if experienced domain owners are on board. However, much research is needed to collect and analyse evidence that would possibly confirm or disconfirm this hypothesis. The vendor’s organization has taken up several initiatives to build reusable domain knowledge assets based on the lessons learnt by delivery teams and domain owners while implementing large projects.

6. Evaluation of the Validity Threats to the Results

We evaluated the possible threats to validity of the observations and conclusions in a case study [15]. For this purpose, we used the checklist for case study researchers recommended in [18]. Because we planned and executed exploratory qualitative research, the key question to address when evaluating the validity of its results, is [15]: to what extent can the practitioners’ experiences and the requirements prioritization mechanisms we observed, be considered representative for a broader range of companies? We think that the conclusions we draw will hold for other companies in contexts similar to that of our case study organization (company size, project size, presence of process excellence units, maturity level and fixed-price contractual agreement). In higher maturity companies, it is intuitive to assume that there are teams (similar to our case study organization’s Program Management Office and Process Excellence
Team) that scrutinize the application of agile practices and assess the fit to the established systems delivery framework. We also think that there are many companies (especially in Europe and North America) who may not be CMM-certified, and yet may have established an effectively functioning project management office. The formation of these teams is, by and large, market-driven as (1) many clients increasingly prefer that vendors use agile practices, and (2) vendors are expected to possess and demonstrate competence in “agile”. While clients are well-versed in agile practices and the benefits thereof, they might not necessarily be involved first-hand in adapting the original Agile Manifesto guidelines [19] to large distributed (and possibly multicultural) project settings. More often than not, they expect the vendors to take care of these issues, while insisting that the system be delivered using agile practices. In the light of this market development, we assume that organizations that already have formed internal program management/process excellence units are most likely to find our conclusions relevant and useful.

We also acknowledge the inherent weakness of interview techniques that they are driven by the researcher, meaning that there is always a residual threat to the accuracy of what interviewees say. However, we believe that in our study, this threat was reduced, because each interview conversation was completely transcribed and every transcript available for reference purposes.

Moreover, a validity concern in interview-based studies is that the researcher influences the interviewee. To counter this threat, special attention was paid to conducting the in-person interview in such a way that the interviewee felt comfortable in answering the question. The researcher who interviewed the participants made sure the interviewee is not avoiding the question and feels at ease. This created a safer environment and increased the chances to get a truthful answer rather than one aimed to please the interviewer.

To minimize potential bias of the researcher, we considered also construct validity of our study. We followed Yin’s [27] recommendations in this respect, by establishing a chain of evidence. First, we included participants with diverse roles in the same project, and this allowed the same phenomenon to be evaluated from diverse perspectives (data triangulation). Second, we had the draft case study report reviewed by researchers from the company that hosted our case study. These researchers read and re-read multiple versions of the case study results.

The choice of the projects in the study could represent a threat to the validity of the results in a number of respects: (i) The choice of the projects was not motivated by any other criteria except that they all needed to be agile. The authors relied on their professional and personal network to establish contacts with the project members. (ii) The studied projects are not representative for all the possible ways in which prioritization is performed in large agile organizations. We, however, consider that our findings can be observed in companies and projects that have similar contexts to those included in our study only (as already discussed earlier in this section).

7. Conclusions and Future Research

This paper presents an empirical study in which a number of agile RE practices are introduced in the outsourced project development department of a large organization, in the context of real-life projects in different outsourcing arrangements. The case study shows how the vendor implemented the agile principles and then adjusted the practices in order to fit the context of large projects. The key findings of our study are the following:

- The software vendor organization employed a novel type of artefact, so-called Delivery Stories. These complement user stories with architectural design implications, test cases, effort estimation, and associated risk, which makes them pivotal objects for (re)prioritization. Using delivery stories emerged as a feasible way to lift agile practices to larger project contexts. To the best of our knowledge, delivery stories have not been documented before in the SE literature.
- The software vendor organization in which the case studies were conducted puts a lot of emphasis on domain knowledge. Knowledge transfer from the client is sought proactively, and the delivery model has been extended with the role of Domain Owner. This adds costs for the vendor in projects in new
domains, but it is believed that in the end it is a profitable investment to capture business knowledge as well as architecture patterns for a domain.

From the data there is no evidence how the vendor’s domain influences the prioritization process. We assume that a deep understanding of the domain helps to build trust with the client and to improve the quality of prioritization decisions, ultimately leading to better service and a longer engagement with the client.

Other findings about how prioritization takes place include (i) depending on the modularity and knowledge of the architecture, an understanding of the requirement’s dependencies is of paramount importance for the successful deployment of agile approaches in large projects; (ii) next to business value, the most important prioritization criterion in the setting of outsourced large agile projects is risk.

The cross (embedded) case comparison (Table 4) also demonstrates the impact of the outsourcing arrangement on the importance of certain roles, the criteria for prioritization (Table 3) as well as the importance of the use of artefacts such as delivery stories in the requirement prioritization process.

The study has the following implications for research and practice: First, to researchers, risk in large agile projects is deemed important, and merits further investigation. We assume that not all risks to project success are equal for a vendor organization. The questions of what kind of risks are perceived most important, what risk analysis models and what risk mitigation strategies companies use, form a line for future research.

Second, Delivery Stories as artefacts have a role to play in large-scale agile software engineering. Eventually these should be described more precisely and find their way into handbooks and textbooks. Third, our study suggests that the role of domain knowledge sharing might be more important to the success of agile practices than that suggested by agile literature. While the role of domain owner does not come cheaply, it is expected to pay off in the next large project for the same client organization or for other client companies in the same business sector. However, this raises an issue of scalability. How to manage and share an accumulating body of knowledge? Some kind of knowledge repositories could be used, but how to go about this is an interesting topic for further research.
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Appendix A

Table 5: Case study participants

<table>
<thead>
<tr>
<th>Project</th>
<th>Participant</th>
<th>Role</th>
<th>Years of Experience</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha</td>
<td>0</td>
<td>Business analyst</td>
<td>5</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>1</td>
<td>Delivery head</td>
<td>15</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>2</td>
<td>Portfolio manager</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>3</td>
<td>SCRUM manager</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>4</td>
<td>Business analyst lead</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>5</td>
<td>Business analyst lead (2x)</td>
<td>3, 10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Alpha</td>
<td>6</td>
<td>Test scenario team lead</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Beta</td>
<td>0</td>
<td>Business analyst</td>
<td>2</td>
<td>Videocon</td>
</tr>
<tr>
<td>Beta</td>
<td>1</td>
<td>Project lead</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Beta</td>
<td>2</td>
<td>Tech lead</td>
<td>10</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Beta</td>
<td>3</td>
<td>Project lead</td>
<td>15</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Beta</td>
<td>4</td>
<td>Project manager</td>
<td>15</td>
<td>Videocon</td>
</tr>
<tr>
<td>Beta</td>
<td>5</td>
<td>Lead developer</td>
<td>10</td>
<td>Videocon</td>
</tr>
<tr>
<td>Gamma</td>
<td>0</td>
<td>Project lead</td>
<td>20</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Gamma</td>
<td>1</td>
<td>Architect</td>
<td>15</td>
<td>Face-to-face</td>
</tr>
</tbody>
</table>
Appendix B

Table 6: An example of coding with explanation

<table>
<thead>
<tr>
<th>Interview Text</th>
<th>Code</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewer: ‘Ok. So, re-prioritization, is that ever triggered by outside</td>
<td>Types of changes</td>
<td>Participant P5 discussed how reprioritization happened in his experiences</td>
</tr>
<tr>
<td>change, or....? What triggers re-prioritization, generally?</td>
<td></td>
<td>in project Beta.</td>
</tr>
<tr>
<td>Participant P5: ‘Ah... most important thing is... ah... what I have seen</td>
<td>Types of changes</td>
<td>Participant P5 explains a particular mechanism of how reprioritization is</td>
</tr>
<tr>
<td>from my experience here is, one is the management decisions and the other</td>
<td></td>
<td>triggered, namely by means of ‘show-and-tell sessions’.</td>
</tr>
<tr>
<td>one is the end-user requirements. The... quite a lot of mechanisms built</td>
<td>Client-triggered-change</td>
<td></td>
</tr>
<tr>
<td>into agile which define how prioritization takes place. For example, we have</td>
<td>Management-</td>
<td>Participant P5 explains another mechanism of how reprioritization is</td>
</tr>
<tr>
<td>these show and tell sessions, which we try and give to the business in any</td>
<td>decision-type-of-change</td>
<td>triggered.</td>
</tr>
<tr>
<td>particular iteration as and when we complete certain things. Then the show</td>
<td></td>
<td></td>
</tr>
<tr>
<td>and tell might actually trigger a thought process among the end users,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>probably they might think that instead of a combo-box they might as well go</td>
<td></td>
<td></td>
</tr>
<tr>
<td>for something else, because after the show and tell they do feel that it</td>
<td></td>
<td></td>
</tr>
<tr>
<td>is easier to use the keyboard rather than to use the mouse, so... so, that</td>
<td></td>
<td></td>
</tr>
<tr>
<td>is something that triggers, that’s from the end-users, from the aspect of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>how they’re going to use it. The next one is the management decisions. A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>couple of management decisions re-prioritizing at the program level might</td>
<td></td>
<td></td>
</tr>
<tr>
<td>trigger a change in what objectives you have for that iteration. So, I’ve...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’ve seen both of them.’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant P5: ‘Ah... Ok, something from the end-user.... couple of simple</td>
<td></td>
<td></td>
</tr>
<tr>
<td>changes like what message you need to get, couple of warning message that</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pops out of your application that was ah... agreed at the beginning of the</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iteration. But as and when we were carrying out and we were carrying out and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>were showing the show-and-tell and all that, probably they wanted to change</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in that phase, because they felt that a different message would mean more</td>
<td></td>
<td></td>
</tr>
<tr>
<td>understanding for the end-user. So those kind of simple changes, that’s from</td>
<td></td>
<td></td>
</tr>
<tr>
<td>the user, and probably a couple of things like how to fit that information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in a grid, a couple of more options that they can use based on the estimates,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>so... it really depends on how we take in the changes... the driving force is</td>
<td></td>
<td></td>
</tr>
<tr>
<td>basically the estimate, and the impact of that change on the iteration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>objectives. So based on these two, we take a call and say that ’if you do</td>
<td></td>
<td></td>
</tr>
<tr>
<td>this, you have to risk re-testing everything, You have to put an effort and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>re-text everything, regression and everything. So based on a combined</td>
<td></td>
<td></td>
</tr>
<tr>
<td>decision, we make sure that only those changes that are really required are</td>
<td></td>
<td></td>
</tr>
<tr>
<td>taken in.’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant P5: ‘Ah... well it's basically we know it's cost and time that</td>
<td>Effort-as-Prioritization-Criterion</td>
<td></td>
</tr>
<tr>
<td>it takes, because time to market is always very important. So time to</td>
<td>Risk-as-Prioritization-Criterion</td>
<td></td>
</tr>
<tr>
<td>market... the other thing we try to accommodate is what we call as the</td>
<td>Effort-as-</td>
<td></td>
</tr>
<tr>
<td>technical depth. We term it as technical depth. In a typical agile project</td>
<td></td>
<td></td>
</tr>
<tr>
<td>what happens is; you start developing something and you deliver something at</td>
<td></td>
<td></td>
</tr>
<tr>
<td>the end of the first iteration which typically is a short period of time, its</td>
<td></td>
<td></td>
</tr>
<tr>
<td>one month</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
or something. So when you're trying to do that, obviously your design concepts have a short-term focus. You only design for the immediate requirement. So you keep doing that over a period of year. You... come out with something called technical depth. Design focuses only on the short-term focus; probably you wouldn't have planned for 500 users when you have to deliver something for the first month. Technically, no? So that keeps building up. So as and when it keeps building up, after the end of one year, whenever you try to invite any changes, to make the change, it becomes a bit complex, because your design is not so good, it is not an open design that you plan.... you've not foreseen a lot of things, so... the cost to incorporate a change over a period of time becomes high. So you also have to plan for a technical depth cost, which means you have to spend an iteration trying to remodel things and make it in the right way.

The design has to look [perfect?], so... So that also plays a part.

<table>
<thead>
<tr>
<th>Prioritization-Criterion</th>
<th>effort related to cost and time.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical-Depth-as-</td>
<td>Participant P5 explains what</td>
</tr>
<tr>
<td>Prioritization-Criterion</td>
<td>the term ‘technical depth’ and</td>
</tr>
<tr>
<td></td>
<td>how depth is used in renumbering</td>
</tr>
</tbody>
</table>

requirements.