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ABSTRACT

Run-time behavior of processes – running on an end-host – is being actively used to dynamically detect malware. Most of these detection schemes build model of run-time behavior of a process on the basis of its data flow and/or sequence of system calls. These novel techniques have shown promising results but an efficient and effective technique must meet the following performance metrics: (1) high detection accuracy, (2) low false alarm rate, (3) small detection time, and (4) the technique should be resilient to run-time evasion attempts.

To meet these challenges, a novel concept of genetic footprint is proposed, by mining the information in the kernel process control blocks (PCB) of a process, that can be used to detect malicious processes at run time. The genetic footprint consists of selected parameters – maintained inside the PCB of a kernel for each running process – that define the semantics and behavior of an executing process. A systematic forensic study of the execution traces of benign and malware processes is performed to identify discriminatory parameters of a PCB (task_struct is PCB in case of Linux OS). As a result, 16 out of 118 task structure parameters are short listed using the time series analysis. A statistical analysis is done to corroborate the features of the genetic footprint and to select suitable machine learning classifiers to detect malware.

The scheme has been evaluated on a dataset that consists of 105 benign processes and 114 recently collected malware processes for Linux. The results of experiments show that the presented scheme achieves a detection accuracy of 96% with 0% false alarm rate in less than 100 ms of the start of a malicious activity. Last but not least, the presented technique utilizes partial knowledge that is available at a given time while the process is still executing; as a result, the kernel of OS can devise mitigation strategies. It is also shown that the presented technique is robust to well known run-time evasion attempts.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

Computer malware is becoming an increasingly significant threat to the computer systems and networks world-wide. In recent years, security experts have observed a massive increase in the number and sophistication of new malware. According to a recent threat report by Symantec, in 2008 alone, 5,491 new software vulnerabilities were reported, 1.6 million new malware signatures were created, 245 million new attacks were reported, and the financial losses caused by malware soared to more than 1 trillion dollars [14]. It is, however, interesting to note that though 50% of new malware are simply repacked...
versions of known malware [50], even then they successfully evade existing commercial-off-the-shelf antivirus software (COTS AV) because they utilize static signature-based techniques [49] that are not robust to code obfuscation and polymorphism.

To overcome shortcomings of existing COTS AV, malware researchers are focusing their attention to non-signature behavior-based intelligent detection techniques that can detect new malware on zero day (at the time of its launch). Such techniques can be broadly classified into two categories: (1) static and (2) dynamic. The main objective of static behavior-based techniques is to analyze the information and contents of a given file – contained in the header and payload – to build intelligent malware models and then use different classification engines to detect malware [44,45,47]. An inherent shortcoming of static techniques is to identify “robust” features that are difficult to evade by novel packing schemes. (Remember a packer only changes the contents of an executable without modifying its real semantics [12].)

In comparison, dynamic detection techniques try to model run-time behavior of a process; as a result, they cannot be evaded by mere code obfuscation or polymorphism. Two types of well known dynamic schemes have been proposed: (1) system call sequencing, and (2) flow graphs. The system call sequences based techniques (presented in [6,7,58,61,13,29]) build the behavioral model on the basis of the sequence of invoked system calls and the information passed in their arguments. These techniques have four well known shortcomings: (1) processing overhead of logging system calls, (2) high false alarm rate, (3) ability to make a decision only after analyzing the complete trace of the execution sequence of a process (by that time a malicious process has already done the damage), and (4) they can be easily evaded by simply reordering the system calls or adding irrelevant system calls to invalidate the sequence that represents malware.

The basic concept behind flow graph techniques is to construct taint graph of a running process by analyzing its data flow model [61,23]. The graph provides valuable insight about the activities of a running process. Most of the proposed schemes require a virtual machine with a shadow memory to keep track of taint information. A related system is NICKLE [40], but it has been demonstrated that return oriented rootkits [20] can evade it. These schemes – like their system call counterparts – have high false alarm rate, high processing overheads and high detection time (sometimes of the order of minutes). It is rightly concluded in a recent paper [24] that most of the above-mentioned dynamic techniques are novel and promising but still a leap jump is required in their detection accuracy, detection time, and processing overheads to establish their effectiveness to replace or complement traditional anti-virus software at an end host.

To meet these challenges, a novel technique based on dynamic analysis is proposed that uses genetic footprint of a running process. The thesis of using genetic footprint is: the state diagram of malicious processes should be different from that of benign processes because of difference in their activities. The genetic footprint is defined as a set of 16 out of 118 parameters, which are maintained by the kernel of an operating system, in the PCB of a process,1 to keep track of the state of an executable process.2

To be more specific, malicious processes that try to steal or corrupt data and information – like passwords, keystrokes, files etc. – try to covertly capture the information that is not intended for them [24] without a user’s consent. In comparison, the benign processes follow access control policies to acquire the legitimate information. Similarly, the state of a malicious process that tries to replicate itself on storage media or network interfaces will be different from the benign process that runs only once, performs its given tasks and exits.

As mentioned before, the genetic footprint is maintained in the “task structure” by the kernel of every operating system. Linux operating system is selected because of its open source advantage that provides fine grain control over kernel structures; as a result, systematic studies/evaluations are conducted on them. In case of Linux, the information about the current state of a process is maintained in the task structure. The aim is to analyze the temporal behavior of the genetic footprint; therefore, a system call is developed that dumps 118 fields of task structure for 15 s with a resolution of 1 ms. This time interval is reconfigurable and at the moment it is based on the observation that most of the malicious processes in the selected dataset either finish their intended activity within this time duration or at least start showing a distinct behavior to characterize them as benign or malicious.

The proposed scheme is evaluated on a dataset that consists of 105 benign processes and 114 recently collected malware processes of Linux. The results of the experiments prove that proposed scheme achieves a detection accuracy of 96% with 0% false alarm rate. Moreover, it is able to detect a malicious process in less than 100 ms from “the start of a malicious activity”. It is emphasized the use of “the start of a malicious activity” instead of “the start of a malicious process” because the use of genetic footprint of a process enables the detection of even those malicious processes which mostly behave like benign processes and perform malicious activity for a very short duration somewhere in the middle (such as backdoors). Most of existing run-time behavior analysis techniques fail to detect such malicious processes. Also to the best of our knowledge, no existing runtime analysis technique is able to detect a malicious activity in less than 100 ms. A robustness analysis of the proposed technique is also presented in circumstances when a crafty attacker splices the genetic footprint of a benign process with that of a malicious process at different positions. The results of experiments show that the proposed scheme is robust to such evasion attempts. It is also demonstrated that it is difficult to evade proposed technique if it is used in conjunction with recently proposed techniques – discussed in Section 6.

To conclude, the major contributions of the work presented in this paper are: (1) architecture of the proposed dynamic malware detection framework based upon the concept of genetic footprint – a set of selected parameters (maintained inside

---

1 Throughout this paper, we will use the terms PCB, task structure, and task structure interchangeably.

2 The feasibility of using parameters of “task structure”, maintained in the kernel of Linux, is investigated by the authors in a preliminary pilot study reported in [46].
the task structure of a kernel of an operating system for each running process) – that defines the semantics and behavior of an executing process, and (2) a testing and validation framework to prove that our framework has the capability to not only detect a running malware within 100 ms of the start of a malicious activity but it also provides 96% detection accuracy with a 0% false alarm rate.

The rest of the paper is organized as follows. Section 2 builds the motivation for using information in the task structure by doing a time series forensic study of selected malware and benign processes. In Section 3, the characteristic of dataset are discussed that is used for experiments. Section 4 explains in detail the functionality of three modules of the proposed scheme: (1) features logging, (2) features selection, and (3) classification. The design of the scheme is based on systematic investigation and evaluations. Section 5 describes the results of experiments and in doing so intriguing insights are provided about the behavior of the proposed scheme. Section 5.7 provides the performance comparison of the proposed scheme with multiple system calls sequence based solutions. Section 6 provides a detailed description of the robustness of proposed scheme to evasion. Section 7 provides a brief overview of the previous work related to behavior-based malware detection and finally the paper concludes with an outlook to our future work.

2. Forensic analysis of benign and malicious processes

The intuition is systematically built in order to answer a tricky question: why genetic footprint of a malware process should be different from that of a benign one? The forensic investigation is conducted to analyze the execution behavior of benign and malware processes. Both the benign and malware processes are selected from different categories. The benign processes belong to text editors, image utilities and system utilities categories; while malware processes belong to trojan horses, networms, and virus categories. A brief description of each type of process is provided that will help in correlating their behavior with their genetic footprint.

2.1. Benign processes

2.1.1. hwclock (CLK)
This utility accesses the hardware clock of the system. It displays the current time and is responsible for synchronizing the system and hardware clocks periodically.

2.1.2. ED
It is a command line text editor that can create, display, and modify text files. When it is invoked with a filename, it copies the text of original file into its buffer in a temporary file and all subsequent changes are made to this file and are written into the original file once explicitly saved. This utility is invoked with a text file but the user does not edit the file for 15 s.

2.1.3. ppmtoterm (PPMT)
This is a command-line image utility that converts a .ppm image to ANSI ISO 6429 ASCII image and displays it on the terminal of Linux OS. It performs color approximations, measures the minimum cartesian distance between RGB vectors and finally generates palettes. Unlike the text editor ED, it does all above-mentioned steps in an automated fashion.

2.2. Malware processes

2.2.1. Linux.Backdoor.Kaiten.a (TKTN)
It is a trojan horse [3] that opens a backdoor on the victim computer and uses an IRC client to connect to IRC servers on the port TCP 6667. It connects to a predetermined IRC channel and listens for commands, which are then used to perform malicious activities on the victim host. It performs the following malicious activities: (1) launches DDOS attacks using SYN and UDP packets, (2) downloads and executes remote scripts and files, (3) changes a client’s nickname, (4) changes servers, (5) spoofs an IP address, (6) kills running processes, (7) generates floods, and (8) changes system files: /etc/rc.d/rc.local and /etc/rc.conf.

2.2.2. Net-Worm.Linux.Sorso-b4264 (WSRO)
It is a Linux worm that infects the samba server [5]. It establishes a connection and sends exploit code to the shell on the server. Once the server runs the exploit code, it in turn downloads malicious executables that try to infect more samba servers, replace the http daemon with the hijacked one. Moreover, it hides its created process, steals IP addresses and sends them to remote hosts to perform various actions enlisted in [5].

2.2.3. Virus.Linux.Satyr.a (VSTR)
It is a non-memory resident parasitic Linux virus [4] that has multiple aliases. Its main task is to look for other executable files in the system and infect them. The virus infects files in the directories and it shifts down the contents of a victim’s file and writes itself in the file header. To release control to the host file, the virus “disinfects” it to a temporary file and then executes it. The virus does not manifest itself in anyway but its body contains a copyright text string.
2.2.4. Virus Linux.ELF_X23 (VX23)
Once ELF_X23 [1] executes, it infects other ELF files in the current directory. It checks if the file has a .X23 extension and whether it is an executable in the user group. If it does not have this extension and if it is an executable in the user group, it concatenates the .X23 extension to the host file name. This serves as a copy of the original host file. After this, it copies its virus code to the original host file. Finally, it changes the attribute of the file to readable, writable, and executable for all user groups. Once the virus is finished, it transfers control back to the copy of the original file with the .X23 extension.

2.3. Forensic analysis
The forensic analysis is presented on three parameters of Linux task_struct structure to build an insight into the execution behavior of benign and malicious processes. The aim is to get an understanding that how the execution behavior of a process is correlated with the task_struct parameters. The sample parameters are: (1) the number of page frames owned by a process, (2) the number of in-volunteer context switches of a process, and (3) the number of volunteer context switches of a process. A time series analysis of these processes is done. In order to show distinct patterns, only two processes are shown in a figure. (It is experienced that once the parameters of four processes are plotted in a single figure, the legibility of the figure is severely impaired.)

2.3.1. Page frames owned by a process
It is interesting to note in Fig. 1(a) and (d) that benign programs allocate memory in the beginning of their execution and then their memory usage does not change in small intervals of milliseconds. A malware, on the other hand, wants to cause the damage as quickly as possible; therefore, its memory usage shows oscillations. (Note that in the selected dataset 3 malware samples finish in less than 10 ms; while 11 finish in less than 30 ms.) Moreover, benign processes – CLK and ED – show a uniform memory usage pattern in small intervals while VX23 malware shows an oscillatory behavior. The moment WSRO starts the malicious activity, its memory usage also changes in small intervals of time.

![Diagram showing forensic analysis of benign and malicious processes.](image-url)
2.3.2. Volunteer and in-volunteer context switching

A volunteer context switch means that a process relinquishes control of the processor before expiry of its allocated time quantum. On the other hand, if a scheduler intervenes to stop a running process at the expiry of its allocated time quantum, it is called an in-volunteer context switch.

It is again interesting to see in Fig. 1(b) and (c) that benign processes mostly execute in a non-greedy fashion; consequently, they have an increasing number of volunteer context switches and near zero in-volunteer context switches. On the other hand, it can be seen in Fig. 1(e) and (f) that the malicious processes mostly operate in a greedy mode; as a result, they are preempted by the scheduler resulting in an increasing number of in-volunteer context switches and near zero volunteer context switches. The above analysis provides a preliminary insight that Linux task_struct can be used to distinguish between benign and malicious processes.

To generalize the above mentioned assertion, the histograms of three task structure parameters is plotted of 20 benign and malware processes each in Fig. 2. (Note that the processes are randomly selected from the chosen dataset.) From Fig. 2(a) and (b), it is concluded that hiwater_rss plots of benign processes have large spreads, implying continuous memory allocation. In contrast, malicious processes show sparsely located spikes for hiwater_rss depicting that the allocated memory remains constant during most of the execution trace. Furthermore, hiwater_rss spans over a shorter domain (i.e. 0–250) for malicious processes as compared to the benign ones (i.e. 0–2000). (Frequency and hiwater_rss axis are magnified for didactic purpose.)

Similarly, Fig. 2(c)–(f) show voluntary and involuntary context switching behavior of benign and malicious processes. It is visible in both figures that benign processes are more likely to switch their context voluntarily as compared to malicious processes. The same behavior can be inferred from Fig. 2(e) and (f), where it is visible that benign processes are rarely preempted by the OS scheduler. Since malicious processes have higher predilection to hold CPU; therefore, they are more frequently preempted. Also, it can be observed that malicious processes mostly finish quickly (in less than 200 ms) and the majority of them in less than 50 context switches. In comparison, the majority of benign processes execute till 2000 context switches (or even more).

It can be concluded that the forensic and histogram analysis both ascertain the ground truth: some parameters of task_struct of Linux have the potential to characterize a process as a benign or malicious.

3. Dataset

In Section 2, the fact is established that Linux task_struct parameters can be used to discriminate between benign and malicious processes. Now a larger dataset of benign and malicious processes is taken for a detailed analysis of more task_struct parameters and their classification potential.

In this section, the dataset and the methodology is presented to log parameters of task structure after every 1 ms. 114 malware and 105 benign samples are used for this purpose. The statistics of all these samples are tabulated in Table 1.

In Table 1, it can be seen that benign samples are divided into four major categories: games (Gms), image utilities (ImgtUt), text editing utilities & converters (TED), and miscellaneous Linux shell commands (SCmd). These benign files are collected from Linux operating system’s directories /bin, /sbin, and /usr/bin. The diversity in the benign dataset is ensured by selecting files of different sizes – ranging between 10 KB to 2 MB – and categories from above-mentioned directories.

Malware samples have been collected from “Offensive Computing” [35] and “VX Heavens” [53] malware collections. These 114 malware samples can be divided into 8 different malware categories – Exploits (Exp), Flooders (Fldrs), Net-Worms (NWrm), Rootkits + Hacktools (Rkt), Backdoors (BkDr), Trojans (Trjn), and Virus (Vrs). Malware processes execute in an automated manner and usually don’t take input from the user while benign processes consist of a variety of execution patterns; automated (system processes), semi-automated (take users’ input only once e.g. image converters) and manually operative (interactive and non-interactive text editors, firefox etc.). Both the malware and benign processes have been dumped in almost all execution states. In order to have a balanced dataset, it is ensured that the percentage of benign and malicious files in a specific category (based upon size) is approximately the same. For an interested reader, the complete list of 114 malware and 105 benign processes is provided in Table 6.

4. Architecture of dynamic malware detection framework

In this section, the architecture of proposed scheme is presented that consists of three modules: (1) features logger, (2) features analyzer, and (3) classifier. In the following subsections a methodology is presented to select the features that define the genetic footprint. Moreover, a systematic analysis is performed on features’ set to select a suitable machine learning classifier. The architecture of the proposed framework is shown in Fig. 3. Each module is discussed individually.

4.1. Features logger

The job of features logger is to periodically dump 118 fields of task_struct structure of Linux. Some of the most notable parameters are number of page frames, volunteer and in-volunteer context switches, number of page table locks, number of
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Fig. 2. Histogram comparison of benign and malicious processes.

Table 1
Benign and malware file size distribution.

<table>
<thead>
<tr>
<th>Sizes (KB)</th>
<th>Benign files</th>
<th>Malware files</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SCmd</td>
<td>ImgUtl</td>
</tr>
<tr>
<td>&lt;10</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>10–50</td>
<td>35</td>
<td>9</td>
</tr>
<tr>
<td>50–100</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>100–500</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>500–2048</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>28</td>
</tr>
</tbody>
</table>
The parameters are logged using a customized kernel system call framework that invokes customized system calls to extract relevant information from the task structure of a desired process after every millisecond for 15 s. As system calls are, in fact, part of the kernel, so these can access kernel structures directly. Linux kernel stores the state of processes in a doubly circular linked list of task structures and maintains a global variable of this structure named `current` that provides access to the task structure of the current process. Next or previous processes can be accessed using the `next` or `previous` members of `current`. In this way, the state of any process can be accessed by moving forward or backward in this circular linked list. A customized system call tracks the process under consideration by its name in the circular list of Linux kernel. As soon as it finds the process, it logs the fields of task structure in a separate data file with the same name as of the running process. Through this system call, a maximum of 15,000 samples for each process have been dumped. The processes that finish earlier, of course, have the number of samples corresponding to their total execution time. This methodology is used to dump the task structure parameters for 105 benign and 114 malicious processes.

### 4.2. Features analyzer

In order to short-list features with high classification potential, feature preprocessing has been done in two steps: (1) identifying and filtering the fields that are not relevant to the behavior of a process, and (2) the time series analysis of remaining fields is performed to identify features with a high classification potential. The fields that do not depend on the behavior of a process are constant fields, process identifiers, bit combinations (flags) etc.; therefore, it is important to remove them from the features’ set so that they do not misguide a classifier during the training process. In case of Linux, 23 parameters are various kinds of offsets, 9 are flags, and 50 are either constants or zeros that show no discriminating behavior. Once the first step is finished, only 36 parameters are left on which the second step is performed.

In the second step, the time series mean of each parameter for all benign and malicious files is calculated using the following equation:

$$
\mu_{ik} = \frac{1}{N} \sum_{j=1}^{N} x_{ijk}, \quad i = 1 \rightarrow t_x, \quad k = 1 \rightarrow 36,
$$

where $i$ represents the time instance, $t_x$ is the termination time of a process (in milliseconds), $N = 105$ for benign and $N = 114$ for malicious processes. $\mu_{ik} \in T_k$, where $T_k$ are the time series means of parameters $k = 1\rightarrow 36$ (remember in this step only 36 parameters are processed).

The time series means of these 36 fields of benign and malicious processes help in short listing the fields that are different in benign and malicious processes. Moreover, it is also equally important that the selected parameter should have low variance in all samples of benign and malware processes; otherwise, it would lead to high false positives and false negatives respectively. In order to get an understanding about the spread of a feature, its variation is computed using the following equation:

$$
\sigma_{ik}^2 = \frac{1}{N} \sum_{j=1}^{N} (x_{ijk} - \mu_{ik})^2, \quad i = 1 \rightarrow t_x, \quad k = 1 \rightarrow 36,
$$

where $i, j, N, t_x$ and $k$ represent the same quantities as in Eq. (1). $\sigma_{ik}^2 \in V_k$, where $V_k$ are the time series variances of parameter $k$. In order to factor out the impact of the value of a feature, a coefficient of variance is defined. The coefficient of variance of a feature can be computed using the following equation:

$$
cv_{ik} = \frac{\sigma_{ik}}{\mu_{ik}}, \quad i = 1 \rightarrow t_x, \quad k = 1 \rightarrow 36.
$$

---

**Fig. 3.** Block diagram of the dynamic malware detection framework.
where $i$, $j$, $\mu$, $\sigma$, $t_k$ and $k$ represent the same quantities as in Eqs. (1) and (2). $cv_{b,m}(y_k)$ represents the coefficient of variance of parameter $k$ at time instant $i$. If the coefficient of variation approaches 1, it means that the standard deviation of a parameter is approximately the same as its mean. If a feature has a large coefficient of variance, intuitively speaking it is not a good idea to use it because it will confuse the learning process that ultimately would result in reducing the detection accuracy.

Before going into the details of the parameter selection procedure, a formal definition of the genetic footprint is provided. Let $Y_k$ be a time series of parameter $k$ that terminates at time instant $n$, then $Y_k$ is given by

$$Y_k = \{y_i = (t_{i,k}, x_{i,k}) \wedge i = [0, n]\}$$

(4)

where $(t_{i,k}, x_{i,k})$ is the ordered pair which represents the value $x_{i,k}$ of the time series $Y_k$ at time instant $t_k$. The termination time of the process is defined by the symbol $t_k$. In this scenario, $n = t_k$ if $t_k < 15,000$ and $n = 15,000$ if $t_k \geq 15,000$. In terms of its parameters, the task structure $\mathbb{T}$ is defined as:

$$\mathbb{T} = \{Y_k \in \mathbb{Y} \text{ is a parameter of Linux task_struct}\}$$

(5)

This equation means that the $\mathbb{T}$ is basically a set of time series of the parameters of the task_struct structure. The genetic footprint $\mathbb{G}$ of a process, is essentially a subset of the set $\mathbb{T}$ i.e. $\mathbb{G} \subseteq \mathbb{T}$ whose elements are time series of those parameters that have certain required properties. Formally, $\mathbb{G}$ is defined in the following equation:

$$\mathbb{G} = \{Y_k | Y_k \in \mathbb{T} \Rightarrow |\mu_b(Y_k) - \mu_m(Y_k)| > \epsilon \land 0 < cv_{b,m}(Y_k) < 3 \land |Z| \geq |Y_k| \times 0.9545\},$$

(6)

where $\mu_b(Y_k)$ is the time series mean of the time series $Y_k$ of benign processes and $\mu_m(Y_k)$ shows the time series mean of the time series $Y_k$ for malicious processes. $\epsilon$ models the smallest difference that the time series mean of benign processes should have from the time series mean of malicious processes. $\epsilon$ is given by the following equation:

$$\epsilon = \frac{1}{|Y_k|} \sum_{i=1}^{|Y_k|} \left(\frac{\mu_b(Y_k) - \frac{1}{|Y_k|} \sum_{j=1}^{|Y_k|} \mu_b(Y_k)}{|Y_k|}\right)^{1/2}$$

(7)

In Eq. 6, $cv_{b,m}(Y_k)$ represents the coefficient of variation of the elements of time series $Y_k$ for both benign and malicious processes. $|Y_k|$ is the value of total number of elements in the time series $Y_k$, $Z$ is given by

$$Z = \{z\in (|\mu_b(Y_k) - 3\sigma_b(Y_k)| < z < |\mu_b(Y_k) + 3\sigma_b(Y_k)|)\}$$

(8)

Having developed a formal definition of genetic footprint, let us now demonstrate the usefulness of the above-mentioned two step feature selection methodology. A first look at Fig. 4(a) and (d) might provide the temptation to use both of them in the features’ set because their time series mean is significantly different in benign and malware samples. However, once their variance is plotted in Fig. 4(b) and (e), and their corresponding coefficient of covariance in Fig. 4(c) and (f) respectively, two important conclusions can be drawn: (1) the parameter page_table_locks should be made part of the genetic footprint because of its low cv both in benign and malicious processes, and (2) the parameter maj_flt should not be considered for inclusion in genetic footprint because of its relatively high cv value in benign samples. To further confirm these findings about the effectiveness of selected and rejected parameters, their distributions are plotted in Fig. 4(g) and (h). It is clear that page_table_locks with a low cv has a gaussian distribution; while maj_flt with a high cv does not have a well known distribution. It is known that in case of a gaussian distribution, 95.45% of the values lie between the interval $\mu \pm 3\sigma$. On the basis of this analysis, the following rule set is evolved to make a feature part of the genetic footprint:

1. Its time series mean is significantly different for both benign and malicious processes.
2. Coefficient of variation is less than 3.
3. 95.45% of its values are within the interval $\mu \pm 3\sigma$.

Once these rules are iteratively applied to the above-mentioned 36 features, 20 more features are discarded; as a result, genetic footprint now consists of 16 features. Just to efficiently utilize the space, the plots of three other parameters are shown: (1) total_vm is accepted because of low cv in Fig. 4(i), (2) link_count in Fig. 4(k) is rejected because of its similar pattern in benign and malicious processes, and (3) map_count is accepted in Fig. 4(j) because of its low cv. Finally, the genetic footprint is created and the final features are included in Table 2. Now we focus our attention towards identifying a classifier that meets three requirements: (1) low training and testing times, (2) high detection rate, and (3) low false alarm rate.

### 4.3. Classification

Recently, the role of a given dataset in selecting an appropriate classifier is being investigated [51,52]. A well known measure – class noise [8] – is defined to quantify the challenging nature of a dataset. In [62], the authors have shown that the classification accuracy is more dependent on class noise instead of attribute noise. The authors classify a given dataset by using a number of well known trained classifiers and the intersection of correctly classified instances constitutes non-noisy dataset. Consequently, the intersection of all misclassified instances by all classifiers is defined as the class noise. We follow the same approach: use all instances of benign and malware processes and classify them with neural networks (RBF-Network), support vector machines (SVM) with multiple kernels (Polynomial kernel, universal Pearson VII function based kernel
(Puk) and radial basis function based kernel (RBF)), decision tree (J48) and a propositional rule learner (J-Rip) in wakaito environment for knowledge acquisition (WEKA) [59]. The results of misclassified instances are reported in Table 3 for all classifiers. It is obvious from this empirical study that the intersection of misclassified instances of benign and malicious processes is 3.29% and 6.91%, respectively. (This leads to an overall class noise of 10.2%). In comparison, SVM and neural networks are unable to cope with the complexity of our time series dataset. In [60], it is shown that J48 is resilient to class noise because it avoids over fitting during learning and also prunes a decision tree for an optimum performance. Similarly,
J-Rip also applies pruning during the formulation of rules to achieve better accuracy. Therefore, we have short listed J-48 and J-Rip.

Now we cross validate our preliminary decision of selecting J-48 and J-Rip by analyzing the classification potential of genetic footprint. (Higher detection accuracy means that genetic footprint has higher classification potential). In order to do this, renowned statistical measures (commonly used in data mining and knowledge extraction), information gain and information gain ratio, are applied. Information gain of genetic footprint is given by the following equation:

\[ IG(T_s, g) = H(T_s) - \sum_{v \in \text{values}(g)} \frac{|\{s \in T_s | V(s, g) = v\}|}{|T_s|} \times H(\{s \in T_s | V(s, g) = v\}) \]  

\[ (9) \]

Ts is the training samples that is used. \( V(s, g) \) defines the value of sample \( s \in T_s \) for parameter \( g \in G \) where \( G \) represents the genetic footprint that consists of 16 selected features. \(|T_s|\) is the number of elements in the set \( T_s \). \( H \) defines the entropy of \( T_s \) and is calculated using the following equation:

\[ H(X) = -\sum_{i=1}^{n} p(x_i) \log_2 p(x_i), \]

where \( b \) is the base of the logarithm and Euler’s number \( e \) is used as base of the logarithm. \( X \) is a discrete random variable, \( p \) denotes the probability mass function of \( X \), and \( n \) is the total number of values that \( X \) can have.

The information gain of genetic footprint is plotted in Fig. 5(a). It is seen that information gain of most of the features is near to 1, decision tree based algorithms and propositional rule learners achieve high classification accuracy for classification of instances where parameters have reasonably high information gain [60]. However, their accuracy can significantly degrade, even if the selected features have high information gain because they might have large number of distinct values. (In this case, the features of genetic footprint can also possibly have large number of distinct values). In this scenario, an effective decision tree is not created because of relatively high bias towards features that can have large number of distinct values. In order to remove this bias, another measure – information gain ratio (IGR) (defined in the following) – is used.

\[ IGR(T_s, g) = \frac{IG(T_s, g)}{-\sum_{v \in \text{values}(g)} \log_2 \left( \frac{|\{s \in T_s | V(s, g) = v\}|}{|T_s|} \right) \times \frac{|\{s \in T_s | V(s, g) = v\}|}{|T_s|}} \]  

\[ (11) \]

If information gain ratio is approximately 1, decision trees and propositional rule learners give good classification accuracy. IGR of features in the genetic footprint is plotted in Fig. 5(b). It can be seen that IGR of most of the features is near to 1, and hence it concurs with our preliminary decision to use decision tree algorithms and propositional rule learning algorithms.

5. Experiments and results

In this section, the accuracy of two short listed classifiers is evaluated using the features in genetic footprint. Specifically, following issues are discussed chronologically: (1) the overall accuracy of a classifier using genetic footprint, (2) the impact of increasing detection time on the classification accuracy, (3) detection of a malicious process if it mostly behaves like a benign process and performs malicious activity for a short duration later during its execution, (4) the false alarm rate of the proposed system, (5) detection of the malicious processes before their exit even if they finish within 30 ms of their launch.
the processing overheads of logging, training and testing of the proposed system, and (7) a comparison of the accuracy of the proposed scheme with other sequence calls based solutions. Later in Section 6, the “robustness” of the proposed system is discussed to evasion attempts if a malicious process tries to imitate the behavior of a benign process.

In order to evaluate the effectiveness of genetic footprint in detecting malware using J48 and J-Rip, a stratified 10-fold cross validation strategy is used. The dataset is divided into 10 folds – a fold on the average consists of 11 malware and 10–11 benign samples – and classifiers are trained on 9 folds and are tested on the remaining 1 fold. WEKA [59] is used for this 10-fold analysis to remove any bias in evaluation due to implementation of a classifier.

It is important to note that most of the processes finish before 15 s, hence it is important to use the concept of step size to ensure that learning is not biased towards the processes running longer. Therefore, the step size is defined as:

\[
\text{step size} = \frac{x}{n};
\]

where \(\text{step size}\) is the number of samples after which a sample of a process is selected for training, \(x\) is total number of samples of a process and \(n\) is number of selected samples. For our experiments, we have taken \(n = 30\). Step size helps us to select training samples at almost equally spaced intervals.

In a typical two-class problem, such as malicious process detection, the classification decision of an algorithm may fall into one of the following four categories: (1) true positive (TP), classification of a malicious process as malicious, (2) true negative (TN), classification of a benign process as benign, (3) false positive (FP), classification of a benign process as malicious, and (4) false negative (FN), classification of a malicious process as benign.

The detection accuracy of proposed system is reported using three separate metrics: (1) detection rate (DR), (2) false alarm rate (FAR), and (3) detection accuracy (DA). These metrics are defined in the following:

\[
\begin{align*}
\text{DR} & = \frac{TP}{TP + FN}, \\
\text{FAR} & = \frac{FP}{FP + TN}, \\
\text{DA} & = \frac{TP + TN}{TP + TN + FP + FN}.
\end{align*}
\]

We now discuss the issues raised in the beginning of this section.

5.1. Overall classification accuracy using genetic footprint

The accuracy of the two classifiers is reported – using genetic footprint – in Table 4.4 The average results and the results for testing each fold are reported. In Table 4, the results are tabulated for window sizes of 10,30, and 100, respectively. The “window size” defines the number of instances considered from each testing sample before making a decision. In case of 10, a classifier just takes first 10 instances of each feature in the genetic footprint and makes a decision. Remember, a process is declared as malicious or benign on the basis of the majority vote within a given window. In a window of 10, if six classifications are malware, the process is declared as malware. In case of equal votes for malware and benign, the system defers the decision to the next window. It can be seen that J-Rip – in case of a window size of 100 – DR, FAR and DA are 93.7%, 0% and 96.65%, respectively. (For J48 these parameters are 1–4% inferior). To the best of our knowledge, no existing dynamic analysis system has achieved such detection and false alarm rates. In order to get a better insight, we plot ROC curves of different classifiers in Fig. 6 for a window size of 100. (Note that a fold number in Fig. 6 corresponds to the same fold number in Table 4.) The detection rate of J-Rip of 10 folds varies from 0.79 to 1 for a false alarm rate of 0. In comparison, on some folds, J48 has a false alarm rate of 0.1–0.2.

In order to do a comparative study about the effectiveness of other classifiers, we plot ROC of commonly used classifiers – RBF neural networks [16] and Naive Bayes [32] – for malware detection in Fig. 6(c) and (d) respectively. It is obvious from the figure that both of them are unable to provide accurate detection with low false alarm on all folds on our genetic footprint dataset.

Table 3

<table>
<thead>
<tr>
<th>Class noise of dataset used in experiments.</th>
<th>RBF network</th>
<th>SVM POLY-K</th>
<th>SVM PUJ-K</th>
<th>SVM RBF-K</th>
<th>J48</th>
<th>J-Rip</th>
<th>Class noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign instances (%)</td>
<td>31.87</td>
<td>18.89</td>
<td>34.65</td>
<td>44.70</td>
<td>5.71</td>
<td><strong>3.29</strong></td>
<td>3.29</td>
</tr>
<tr>
<td>Malware instances (%)</td>
<td>14.87</td>
<td>10.28</td>
<td>25.65</td>
<td>27.08</td>
<td><strong>6.91</strong></td>
<td>15.48</td>
<td>6.91</td>
</tr>
<tr>
<td>Overall class noise (%)</td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
<td><strong>10.2(%)</strong></td>
</tr>
</tbody>
</table>

Note that DA and FAR reported in Table 4 are calculated on the basis of classification assigned to a process by a majority vote within a window. In comparison, the results of Table 3 are computed by taking an independent decision on each instance of a process after every millisecond.
5.2. The impact of increasing detection time on the classification accuracy

It is evident in Table 4 that as the detection time increases from 10 to 30, FAR is significantly reduced and DR also improves – resulting in an overall improvement of 1–2% in detection accuracy. Moreover, if the detection time is allowed to increase beyond 30 to 100, a significant improvement in the FAR is observed.

This behavior of proposed system can be easily explained if the basic motivation of a malware writer is understood: do the intended damage as quickly as possible. In the selected dataset about 15% malware finish in less than 100 ms; as a result, most of them start malicious activity just after their launch; as a result, they can be detected within 30 ms.

5.3. Detection of backdoors-type processes.

Let’s now consider the typical behavior of backdoors – they might start their first malicious activity after 1000 ms. Recall that the proposed technique do not just perform a one time check at the start of a process; rather, it keeps on sliding the “window” to continuously invoke the classifier. As a result, system will detect an anomaly within 30 ms of its launch (assuming a window size of 30 ms). This phenomenon can be seen in Fig. 4(l) that plots parameter exec_vm of a Linux backdoor Excedoor. It is clear that the process behaves like a benign one till 3148 ms and then it starts its malicious activity. The proposed system has detected it as a malware. To conclude, proposed system can detect a malicious activity because of its ability to do continuous real-time monitoring.

5.4. False alarm rate of proposed system

It is depicted in Table 4 that for a window size of 100 ms, the FAR of J48 and J-Rip is 4% and 0%, respectively – 2–6% reduction if a window size of 10 ms is chosen. This shows that 10 ms is relatively a small window size and within this time interval the true behavior of a process can’t be learnt. A low false alarm is very important from the usability perspective; otherwise, the users will be annoyed if their legitimate applications are frequently stopped.

5.5. Detection of tiny malicious processes

It is already mentioned that 17 (15%) of malware finish in less than 100 ms, 11 malware finish in less than 30 ms and 3 even in less than 10 ms. Now it becomes a real challenge to detect them while they are still executing. A separate set of experiments are conducted to investigate the facts: how many of 17 malware that finish in less than 100 ms are correctly classified. The proposed technique is able to successfully classify all 14 malware processes that execute for more than 10 ms. In comparison, 1 out of 3 malware that finish before 10 ms are misclassified. (Remember it is a tight constrain on the system to give a decision before termination of a malware). As a result, DR for this challenging dataset is 93.7% and this substantiates the claim that it can accurately classify even those malware samples that terminate very quickly.

5.6. Processing overheads of proposed scheme

In an online run-time system, it is very important to measure the processing overhead of each module of the proposed system. The processing overhead of the system is a sum of feature logging and testing times. Training time is not critical because it happens only once at the beginning and then after every one hour. The feature logging time is 40 μs for each instance (it includes the context switching time of 6 μs). J48 and J-Rip take 18 and 30 ms during the training phase
respectively. Moreover, J48 and J-Rip have 45 and 100 µs testing time respectively. If the features' logging time is added to the testing time, then J48 and J-Rip take 85 and 140 µs per instance. The results are intriguing enough to make serious efforts to embed the detection module inside the Linux kernel for online analysis and detection.

### 5.7. A comparison of the accuracy of the proposed scheme with other sequence calls based solutions

The focus of this study is to compare the detection accuracy of our framework with recently proposed sequence calls based malware detection techniques. Most of these techniques use n-gram (a sequence of 5-10 system calls) based representation for dynamic malware detection [39,18,17], IMAD [31], and Hyper-grams [30]. The techniques selected for the comparison are: n-grams (ranging from 5 to 10), IMAD and Hyper-grams. J48, J-Rip and Baysiannet are used for classification of n-gram based sequence representation. These techniques classify a process by matching its system call sequences to that of benign or malware call sequences.

**IMAD** is a real-time and efficient in-execution malware detection scheme. It uses n-gram representation and optimizes the learning process (using a genetic algorithm) for system call sequences that are present in both benign and malicious processes. It tunes different parameters to improve the accuracy of classification.

**Hyper-grams** technique uses variable length n-grams (called Hyper-grams) instead of using fixed length n-grams. It is a generalized scheme in which n-gram of the trace of a process is visualized in a k-dimensional hyperspace by following the sequence of its system calls. Here, k represents the number of unique system call sequences followed by a process. The path taken by a process in hyperspace is used to model its behavior by matching it with the paths of benign and malicious processes.

### Table 4

Accuracy results of J48 and J-Rip on each of the 10 folds.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Time (ms)</th>
<th>Fold1</th>
<th>Fold2</th>
<th>Fold3</th>
<th>Fold4</th>
<th>Fold5</th>
<th>Fold6</th>
<th>Fold7</th>
<th>Fold8</th>
<th>Fold9</th>
<th>Fold10</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48 10</td>
<td>TP</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>08</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10.40</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>02</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>10</td>
<td>09</td>
<td>09</td>
<td>08</td>
<td>10</td>
<td>10</td>
<td>09</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>09.50</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>03</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>DR (%)</td>
<td>91.0</td>
<td>91.0</td>
<td>100</td>
<td>100</td>
<td>72.7</td>
<td>91.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>94.6</td>
</tr>
<tr>
<td></td>
<td>FAR (%)</td>
<td>0.00</td>
<td>10.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>06.80</td>
</tr>
<tr>
<td></td>
<td>DA (%)</td>
<td>95.2</td>
<td>95.2</td>
<td>95.2</td>
<td>95.2</td>
<td>85.7</td>
<td>95.2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>93.88</td>
</tr>
<tr>
<td>J-Rip 30</td>
<td>TP</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>08</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10.50</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>02</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>10</td>
<td>09</td>
<td>10</td>
<td>08</td>
<td>10</td>
<td>10</td>
<td>09</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>09.70</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>03</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>11</td>
<td>01.60</td>
</tr>
<tr>
<td></td>
<td>DR (%)</td>
<td>100</td>
<td>91.0</td>
<td>100</td>
<td>90.5</td>
<td>85.7</td>
<td>91.0</td>
<td>95.2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>95.47</td>
</tr>
<tr>
<td></td>
<td>FAR (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>20.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>04.00</td>
</tr>
<tr>
<td></td>
<td>DA (%)</td>
<td>100</td>
<td>90.5</td>
<td>95.2</td>
<td>90.5</td>
<td>85.7</td>
<td>95.5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>95.29</td>
</tr>
<tr>
<td>J-Rip 100</td>
<td>TP</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>08</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10.50</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>02</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>10</td>
<td>09</td>
<td>10</td>
<td>08</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>09.90</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>03</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>DR (%)</td>
<td>100</td>
<td>91.0</td>
<td>100</td>
<td>90.5</td>
<td>90.5</td>
<td>95.5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>95.47</td>
</tr>
<tr>
<td></td>
<td>FAR (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>04.00</td>
</tr>
<tr>
<td></td>
<td>DA (%)</td>
<td>100</td>
<td>90.5</td>
<td>95.2</td>
<td>90.5</td>
<td>95.5</td>
<td>95.5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>95.74</td>
</tr>
</tbody>
</table>

**Table 4**

Accuracy results of J48 and J-Rip on each of the 10 folds.
In order to evaluate these techniques, a log of system calls of all benign and malicious processes is collected by executing them on Linux OS. The malware detection accuracy (DA) and false alarm rate (FAR) of these schemes are reported in Table 5. One can see that n-gram with J48 achieves on the average DA and FAR of 80.13% and 5.63%, respectively. (For J-Rip DA is 1% inferior but FAR is 2% superior). The maximum accuracy (86%) with a 0% FAR is achieved by Hyper-grams technique. In comparison, our technique achieves more than 96% DA with a 0% FAR.

6. Evasion

The evasion of this system is also studied from two different perspectives: (1) the robustness of proposed scheme to evasion attempts if a malicious process tries to imitate the benign behavior for various parameters, and (2) access restrictions to task_struct parameters so that a process is unable to access or modify their values directly. The answer to the second question is critical because a malware has to first estimate the benign genetic footprint before imitating it. (Note all features of genetic footprint are system and machine dependent and hence must be learned for each system.)

6.1. Robustness of proposed scheme to evasion attempts

In this section, it is analyzed that how robust the proposed scheme is to evasion attempts if a malicious process tries to imitate the benign behavior for various parameters. In order to systematically undertake the study of robustness of the set of 16 features of genetic footprint, different features in the genetic footprint are replaced of a malware with that of corresponding features in the genetic footprint of a benign file. This is the logical way of imitating a benign process as malicious. The effect of this “forgery” on the accuracy of proposed system is analyzed. (All results are reported for a window size of 100.) It is ob-

---

**Fig. 6.** Magnified ROC Plots for different classifiers.
served that once 4 features are forged, only 3% more malicious processes are misclassified. If 6 features are forged, accuracy further deteriorates by 2% and a total of 11% malware processes are misclassified as benign. Finally, the accuracy becomes totally unacceptable once 8 features are forged. The accuracy deteriorates by 13% (becomes 83%), which is still very competitive compared with existing state-of-the-art run-time systems.

Here, it should be emphasized that the above-mentioned forgery is done because the values of benign and malware genetic footprints are known. Remember that most of these features depend on a particular configuration of a system like cache, RAM, secondary storage, processor, paging mechanism, stack and heap managers etc. and therefore, they must be estimated for each host. These values can change from one host to another. As a result, a crafty attacker has to first estimate these values for a particular system on which it wants to imitate benign process. This demands that malware be equipped with hooks to log different fields of genetic footprint (task_struct) for benign processes. This brings us to the second issue related to access restrictions and it is discussed in the following.

6.2. Access restrictions to task_struct parameters

The most dangerous threat to the security of a kernel and its structures is posed by kernel rootkits. These rootkits can hide themselves by subverting “reference monitor” of an operating system [11]. As a result, they tamper with OS functionalities to launch various types of well known attacks: OS backdoors, stealing private information, escalating privileges of malicious processes, and disabling defense mechanisms. Such rootkits can surely get an access to the fields of task_struct, and then enable a running malware processes to learn genetic footprint of benign processes and then it can directly modify its genetic footprint to evade the system.

But the above-mentioned problem is well known in the OS security community for years now. Recently, researchers have proposed a number of novel and effective methodologies that can stop rootkits and other malicious process that try to access or modify the kernel structures. Some of these schemes are: kernel module signing [21], W @ X [2], NICKLE [40], and SecVisor [42]. Their authors have shown that these schemes effectively and efficiently protect kernel structure from illegitimate access and modifications in all possible scenarios. Hund et al. in a recent paper [20] have introduced the concept of return oriented rootkit, which circumvents all above-mentioned schemes of protection of kernel structures. Luckily, Wang et al. have proposed a solution in [57] that again blocks the access of these return oriented rootkits to the kernel structures.

To conclude, a number of schemes exist that can stop the malicious codes to access kernel structures. As a consequence, these schemes make it not-so-easy for malware writers to learn genetic footprint of a benign process on a given system. As a result, it becomes a challenge for a “crafty attacker” to forge the features and evade the proposed scheme. Nevertheless, this fact is acknowledged that rootkits are (by any means) not a solved problem and in future they can pose a potential threat to this proposed scheme.

7. Related work

Today, most of the commercially available antivirus programs identify a malware on the basis of strings or instruction sequences that are typical to that particular malware [49]. These strings or instruction sequences define the signature of the malware file. As this technique is based upon syntactic appearance of a malware, so it is easily evaded by code obfuscation and polymorphism [12,49]. To overcome this short coming of signature based detection schemes, researchers proposed some higher order properties that can capture the intrinsic characteristics of a program and are thus difficult to disguise. One of the most commonly used such property is the n-grams character distribution of a file [27,28,43]. This property is very useful in identifying embedded malware in benign files. Another technique to detect polymorphic variants of a malware is control flow graph [9,25]. More sophisticated static analysis approaches utilize code templates that capture the malicious functionality of certain malware families. For this purpose symbolic execution [26], model checking [22], or com-

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Comparison with different system call sequences based techniques.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>J48</td>
</tr>
<tr>
<td></td>
<td>DA</td>
</tr>
<tr>
<td>5-Grams</td>
<td>75.85</td>
</tr>
<tr>
<td>6-Grams</td>
<td>78.30</td>
</tr>
<tr>
<td>7-Grams</td>
<td>79.87</td>
</tr>
<tr>
<td>8-Grams</td>
<td>81.36</td>
</tr>
<tr>
<td>9-Grams</td>
<td>81.65</td>
</tr>
<tr>
<td>10-Grams</td>
<td><strong>83.74</strong></td>
</tr>
<tr>
<td>Average</td>
<td><strong>80.13</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyper-grams</th>
<th>DA</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>86.34</td>
<td>0</td>
</tr>
<tr>
<td>Table 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malware dataset with categories, names and file sizes [53,35].</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Malware dataset</th>
<th>Size (KB)</th>
<th></th>
<th>Benign dataset</th>
<th>Size (KB)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploit.Linux.</td>
<td>55</td>
<td>Small.a</td>
<td>5.74</td>
<td>1</td>
<td>ptmobbng</td>
<td>6.7</td>
</tr>
<tr>
<td>Local.p</td>
<td>12.3</td>
<td>Rptime2152</td>
<td>6</td>
<td>2</td>
<td>arecord</td>
<td>49</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>Neo.a</td>
<td>7</td>
<td>3</td>
<td>blackjack</td>
<td>165</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>Rptime</td>
<td>7</td>
<td>4</td>
<td>blid</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>16.2</td>
<td>Small.a</td>
<td>7</td>
<td>5</td>
<td>cat</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>16.5</td>
<td>Small.a</td>
<td>7</td>
<td>6</td>
<td>cfdisk</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>5.13</td>
<td>Small.e</td>
<td>7</td>
<td>7</td>
<td>clock</td>
<td>32</td>
</tr>
<tr>
<td>Flooder.Linux.</td>
<td>62</td>
<td>Excedoor</td>
<td>8</td>
<td>8</td>
<td>gnuchess</td>
<td>173</td>
</tr>
<tr>
<td>echo.a</td>
<td>18</td>
<td>Small.a</td>
<td>8</td>
<td>9</td>
<td>colrm</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>16.4</td>
<td>Neo.b</td>
<td>9</td>
<td>10</td>
<td>cp</td>
<td>68</td>
</tr>
<tr>
<td>9</td>
<td>15.6</td>
<td>Batamacer.a</td>
<td>11</td>
<td>11</td>
<td>notification-ar</td>
<td>46.4</td>
</tr>
<tr>
<td>10</td>
<td>15.2</td>
<td>Blachole</td>
<td>13</td>
<td>12</td>
<td>dbus-monitor</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12.6</td>
<td>Blachole.b</td>
<td>13.3</td>
<td>13</td>
<td>mingetty</td>
<td>13</td>
</tr>
<tr>
<td>12</td>
<td>23.2</td>
<td>Andrad.ca</td>
<td>14</td>
<td>14</td>
<td>dmesg</td>
<td>7</td>
</tr>
<tr>
<td>13</td>
<td>15.3</td>
<td>Andrad.a</td>
<td>14</td>
<td>15</td>
<td>swriter</td>
<td>36</td>
</tr>
<tr>
<td>Hactool.Linux.</td>
<td>70</td>
<td>Blue.a</td>
<td>17</td>
<td>16</td>
<td>dumpkeys</td>
<td>49</td>
</tr>
<tr>
<td>bf.d</td>
<td>820</td>
<td>Agent.a</td>
<td>29</td>
<td>17</td>
<td>ed</td>
<td>45</td>
</tr>
<tr>
<td>15</td>
<td>18.8</td>
<td>BO.d</td>
<td>38.4</td>
<td>18</td>
<td>fc-cache</td>
<td>12.8</td>
</tr>
<tr>
<td>Rootkit.Linux.</td>
<td>81</td>
<td>Thebe.a</td>
<td>2.31</td>
<td>28</td>
<td>glines</td>
<td>107</td>
</tr>
<tr>
<td>agent.x</td>
<td>1.57</td>
<td>Winter.340</td>
<td>2.85</td>
<td>29</td>
<td>gxgears</td>
<td>16</td>
</tr>
<tr>
<td>24</td>
<td>13.4</td>
<td>Winter.343</td>
<td>3.2</td>
<td>30</td>
<td>gnibles</td>
<td>486</td>
</tr>
<tr>
<td>25</td>
<td>29.9</td>
<td>Silvio.a</td>
<td>5.31</td>
<td>31</td>
<td>gnomevfs.df</td>
<td>16.7</td>
</tr>
<tr>
<td>26</td>
<td>138</td>
<td>Silvio.59166313</td>
<td>6.41</td>
<td>32</td>
<td>nomine</td>
<td>103</td>
</tr>
<tr>
<td>27</td>
<td>138</td>
<td>Silvio.5916</td>
<td>9.89</td>
<td>33</td>
<td>gst-feedback</td>
<td>11</td>
</tr>
<tr>
<td>Trojan.Linux.</td>
<td>87</td>
<td>RST.a6313</td>
<td>10.8</td>
<td>34</td>
<td>gstinspect</td>
<td>11</td>
</tr>
<tr>
<td>Reboot.a</td>
<td>11.4</td>
<td>Saty.b</td>
<td>10.9</td>
<td>35</td>
<td>gst-typefind</td>
<td>11</td>
</tr>
<tr>
<td>29</td>
<td>11.9</td>
<td>Ovets.b</td>
<td>12.1</td>
<td>36</td>
<td>grali</td>
<td>106</td>
</tr>
<tr>
<td>30</td>
<td>14</td>
<td>Vit.40966313</td>
<td>12.4</td>
<td>37</td>
<td>gtk-demo</td>
<td>163</td>
</tr>
<tr>
<td>31</td>
<td>15</td>
<td>Silvio.b</td>
<td>14.4</td>
<td>38</td>
<td>guicharmap</td>
<td>16.6</td>
</tr>
<tr>
<td>32</td>
<td>15</td>
<td>Snoopy.c</td>
<td>16.8</td>
<td>39</td>
<td>gzip</td>
<td>68</td>
</tr>
<tr>
<td>33</td>
<td>17</td>
<td>NEL.b</td>
<td>17.1</td>
<td>40</td>
<td>hupsell</td>
<td>43</td>
</tr>
<tr>
<td>34</td>
<td>18</td>
<td>Snoopy.a</td>
<td>17.5</td>
<td>41</td>
<td>hwclock</td>
<td>32</td>
</tr>
<tr>
<td>35</td>
<td>20</td>
<td>RST.b14933</td>
<td>19.2</td>
<td>42</td>
<td>kudzu</td>
<td>127</td>
</tr>
<tr>
<td>36</td>
<td>20</td>
<td>RST.b17168</td>
<td>19.8</td>
<td>43</td>
<td>fast-user-switch</td>
<td>96.9</td>
</tr>
<tr>
<td>37</td>
<td>20.1</td>
<td>Osf.87591504</td>
<td>40.9</td>
<td>44</td>
<td>Is</td>
<td>97</td>
</tr>
<tr>
<td>38</td>
<td>20.4</td>
<td>Osf.8759</td>
<td>21.6</td>
<td>45</td>
<td>blueooth-applet</td>
<td>planner</td>
</tr>
<tr>
<td>39</td>
<td>34</td>
<td>RST.b12178</td>
<td>21.6</td>
<td>46</td>
<td>planner</td>
<td>36</td>
</tr>
<tr>
<td>40</td>
<td>38</td>
<td>ciflax</td>
<td>21.9</td>
<td>47</td>
<td>more</td>
<td>31</td>
</tr>
<tr>
<td>41</td>
<td>47</td>
<td>RST.b18016</td>
<td>24.9</td>
<td>48</td>
<td>netstat</td>
<td>128</td>
</tr>
<tr>
<td>42</td>
<td>81</td>
<td>OfS.87591504</td>
<td>27</td>
<td>49</td>
<td>oclock</td>
<td>32</td>
</tr>
<tr>
<td>43</td>
<td>96</td>
<td>OfS.87591504</td>
<td>40.9</td>
<td>50</td>
<td>pamflip</td>
<td>15</td>
</tr>
<tr>
<td>44</td>
<td>113</td>
<td>RadiX313</td>
<td>57.7</td>
<td>51</td>
<td>parted</td>
<td>86</td>
</tr>
<tr>
<td>45</td>
<td>105</td>
<td>Telf.800019244</td>
<td>106</td>
<td>52</td>
<td>gam-server</td>
<td>86</td>
</tr>
<tr>
<td>46</td>
<td>102</td>
<td>Telf.800015631</td>
<td>154</td>
<td>53</td>
<td>phmtxt</td>
<td>11.1</td>
</tr>
<tr>
<td>47</td>
<td>107</td>
<td>RST.b12188</td>
<td>168</td>
<td>54</td>
<td>phmtoconfig</td>
<td>6.7</td>
</tr>
<tr>
<td>48</td>
<td>2</td>
<td>RST.bm</td>
<td>423</td>
<td>55</td>
<td>ptmobbng</td>
<td>7</td>
</tr>
<tr>
<td>49</td>
<td>2</td>
<td>RST.b18659</td>
<td>447</td>
<td>56</td>
<td>ptmobbng</td>
<td>6.7</td>
</tr>
</tbody>
</table>
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A suitable classifier is selected on the basis of the complexity of the dataset and information gain analysis of the parameters that constitute it. As a result, 16 task structure parameters have been selected from 118 parameters after a thorough statistical analysis. The selection process of the parameters that enable it to detect a malicious process in less than 100 ms. Moreover, it provides more than 96% accuracy with 0% FAR.

Dynamic analysis techniques intend to detect malicious processes by analyzing the execution of a program or the effects that this program has on the operating system. The former generally utilizes the system calls sequence of a program to analyze its behavior. The seminal work reported in [17] leveraged the temporal pattern of system calls to discriminate a malicious process from a benign one. Later, a number of enhanced variants of the above-mentioned technique have been proposed in [35, 10, 34]. Another technique is the code-based static analysis of system calls proposed in [54]. In [19], the authors have used spatial information in the arguments of parameters to identify malicious processes. Yet another technique uses system calls stack and program counter information [15, 19]. An example of the technique that uses the effects of a running program on the operating system is Strider GhostBuster [56]. It has the ability to detect certain kinds of rootkits that hide themselves from the user by filtering the results of system calls. It does so by comparing the view of the system provided by a possibly compromised OS to the view that is gathered when accessing the file system directly. A novel worm detection scheme by utilizing neural networks is proposed in [48]. The authors have used performance counters of an operating system to train the neural network to detect the unknown worms in real-time. Another dynamic malware detection technique is based on the analysis of disk access patterns [37] as the malicious processes usually access disk in a manner that can be distinguished from a benign program. The biggest advantage of this approach is that it can be incorporated into the disk controller, and is thus difficult to bypass; however, it can detect a malware only if it modifies a large number of files stored on the disk. In a recent work [36], the authors build clusters of transaction audit data streams on hosts to detect any malicious activity.

Such approaches show promising results but their large processing overheads and detection time (sometimes in the order of even minutes) make them infeasible for real-world deployment. Moreover, these techniques are also evadable. A malware can easily change its sequence of system calls or add irrelevant calls and these schemes fail in such situations. Similarly, return-oriented rootkits can evade the systems like Strider GhostBuster. In comparison, our technique uses a novel concept of genetic footprint that enables it to detect a malware in less than 100 ms. Moreover, it provides more than 96% accuracy with 0% FAR.

8. Conclusion and future work

In this paper, a novel concept of genetic footprint of a process is used to detect malicious processes at run time. We have formally defined the genetic footprint and provided a comprehensive analysis of the selection process of the parameters that constitute it. As a result, 16 task structure parameters have been selected from 118 parameters after a thorough statistical analysis. A suitable classifier is selected on the basis of the complexity of dataset and information gain analysis of genetic footprint. The idea of using genetic footprint for detection of malware is validated on a dataset of 105 benign processes and 114 recently collected malware processes for Linux. The results of experiments demonstrate that the proposed system achieves a detection accuracy of 96% with 0% false alarm rate. Moreover, it detects a malicious process in less than 100 ms of the start of a malicious activity. To the best of our knowledge, this is the shortest detection time achieved to date by any dynamic detection scheme. The presented technique is robust to run-time evasion attempts and has small processing overheads. In future, it has been planned to embed the scheme in the kernel of Linux and evaluate its effectiveness for other operating systems as well.
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