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Problem 1 (18 points)

(a, 3 pts) True or false: \( \forall A \in \mathbb{R}^{n \times n}: \det(A) = 0 \implies \) the row echelon form of \( A \) contains a row of all zero entries. Please explain.

(b, 3 pts) Is it possible that \( n + 1 \) vectors in \( \mathbb{R}^n \) are linearly independent? Please explain.

(c, 4 pts) Consider the set of \( 2 \times 2 \) Toeplitz matrices over the reals, i.e., \( S = \left\{ \begin{bmatrix} a & b \\ c & a \end{bmatrix} \mid a, b, c \in \mathbb{R} \right\} \subset \mathbb{R}^{2 \times 2} \). Is \( S \) a subspace of \( \mathbb{R}^{2 \times 2} \), and if so, what is its dimension? Please justify your answer.

(d, 4 pts) Let \( V \subseteq \mathbb{R}^n \) be a vector space. Please define the orthogonal complement space \( V^\perp \).

(e, 4 pts) Let \( A = \begin{bmatrix} 1 & -1 & 0 \\ 1 & 0 & 2 \\ 2 & -1 & 2 \end{bmatrix} \) and \( b = \begin{bmatrix} 1 \\ 2 \end{bmatrix} \). Please find a vector \( y \in \mathbb{R}^3 \) such that \( y^T A = 0 \in \mathbb{R}^3 \) and \( y^T b \neq 0 \), which proves that \( Ax = b \) is inconsistent.
Problem 2 (12 points): Please consider

\[
A = \begin{bmatrix}
\alpha & -1 & 0 & 0 \\
1 & \beta & -2 & 0 \\
0 & 2 & \gamma & 0 \\
0 & 0 & 3 & \delta
\end{bmatrix}, \quad b = \begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix}.
\]

where \( \alpha, \beta, \gamma, \delta \) are real-valued parameters.

(a, 5pts) By Cramer's rule, please write down two matrices so that the entry \( x_3 \) in the solution vector \( x \) of \( Ax = b \) is the quotient of the determinants of these two matrices. In addition, \( x_3 \) is an entry of \( A^{-1} \), but in which row and column?

(b, 7pts) By minor expansion, please compute the values of the two determinants of Part (a) as polynomials in \( \alpha, \beta, \gamma, \delta \). Please show all your work.
Problem 3 (12 points): Consider the following vectors in \( \mathbb{R}^4 \):

\[
\begin{align*}
u_1 &= \begin{bmatrix} 1 \\ -1 \\ 1 \\ 1 \end{bmatrix}, \\
u_2 &= \begin{bmatrix} 1 \\ 1 \\ 0 \\ -1 \end{bmatrix}, \\
v_1 &= \begin{bmatrix} -1 \\ 1 \\ 1 \end{bmatrix}, \\
v_2 &= \begin{bmatrix} 1 \\ 1 \end{bmatrix}.
\end{align*}
\]

(a, 6 pts) Please implicitize the vector spaces \( U = \text{Span}_\mathbb{R}(u_1, u_2) \) and \( V = \text{Span}_\mathbb{R}(v_1, v_2) \) by computing matrices \( A, B \in \mathbb{R}^{1 \times 3} \) such that \( U \) is equal to the right nullspace of \( A \) and \( V \) is equal to the right nullspace of \( B \). Please explain all your work.

(b, 6 pts) Please compute a vector space basis for \( W = U \cap V \) as a vector space basis for the right nullspace of the block matrix \( \begin{bmatrix} A \\ B \end{bmatrix} \in \mathbb{R}^{2 \times 3} \). Please explain all your work.