Modeling for insight using Tools for Energy Model Optimization and Analysis (Temoa)

Kevin Hunter a,⁎, Sarat Sreepathi b, Joseph F. DeCarolis a

a Department of Civil, Construction, and Environmental Engineering, North Carolina State University, Raleigh, NC 27695, USA
b Department of Computer Science, North Carolina State University, Raleigh, NC 27695, USA

ABSTRACT

This paper introduces Tools for Energy Model Optimization and Analysis (Temoa), an open source framework for conducting energy system analysis. The core component of Temoa is an energy economy optimization (EEO) model, which minimizes the system-wide cost of energy supply by optimizing the deployment and utilization of energy technologies over a user-specified time horizon. The design of Temoa is intended to fill a unique niche within the energy modeling landscape by addressing two critical shortcomings associated with existing models: an inability to perform third party verification of published model results and the difficulty of conducting uncertainty analysis with large, complex models. Temoa leverages a modern revision control system to publicly archive model source code and data, which ensures repeatability of all published modeling work. From its initial conceptualization, Temoa was also designed for operation within a high performance computing environment to enable rigorous uncertainty analysis. We present the algebraic formulation of Temoa and conduct a verification exercise by implementing a simple test system in both Temoa and MARKAL, a widely used commercial model of the same type. In addition, a stochastic optimization of the test system is presented as a proof-of-concept application of uncertainty analysis using the Temoa framework.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

With multi-decadal time horizons and geographic scales ranging from local (Bhatt et al., 2010; Morris et al., 1996) to global (Weyant, 1993), energy economy optimization (EEO) models have emerged as critical tools for the assessment of energy technology and public policy. However, the prevailing approach to model development and application limits the insight that can be drawn from modeling applications, as outlined in Fig. 1. In developed countries – particularly the U.S. and Western European nations – Moore’s Law coupled with the increasing availability of energy, economic, and environmental data have catalyzed the development of increasingly complex EEO models. In addition, multi-decadal timescales for analysis prevent the timely comparison of model projections to real world outcomes, so the steady growth in model complexity remains unchecked by robust model validation exercises. Models are further obfuscated by a general lack of publicly available source code and data (DeCarolis et al., 2012). As a result, the application of complex, opaque models leads to two negative outcomes: (1) an inability for third parties to verify model results and (2) difficulty in performing uncertainty analysis.

Because EEO models necessarily have long future timeframes, expansive system boundaries, and encompass both physical and social phenomena, the level of descriptive detail provided in model documentation and peer-reviewed journals is insufficient to reproduce a specific set of published results. More generally, the precise replication of results with computational models requires access to source code and data (Barnes, 2010; Hanson et al., 2011; Ince et al., 2012).

Large, complex models are also computationally expensive and therefore difficult to iterate, which deters efforts to perform sensitivity and uncertainty analysis. As a result, treatment of uncertainty in EEO model-based analysis is often limited (e.g., Clarke et al., 2007; EIA, 2012; IEA, 2010, Nakićenović et al., 2000). Complex models are often used to produce a small number of illustrative scenarios that contribute relatively little insight about the system under consideration (Morgan and Henrion, 1990). The focus on a limited set of highly detailed scenarios can also produce cognitively compelling storylines that lead to systematic overconfidence in the results presented (Morgan and Keith, 2008). The poor performance associated with past efforts to predict future energy outcomes supports this assertion (Craig et al., 2002).

This paper introduces Tools for Energy Model Optimization and Analysis (Temoa), an open source modeling framework used to conduct energy system analysis with a technology explicit energy economy optimization (EEO) model. We aim to address the issues of verification and uncertainty quantification by (1) instituting a transparent process for EEO model development and application that facilitates independent third party verification, and (2) implementing rigorous uncertainty analysis in a high performance computing (HPC) environment. Section 2 outlines our long-term goals and justification for creating Temoa. Section 3 describes how Temoa will meet our stated objectives.
Section 4 gives an overview of the model’s algebraic formulation, and Section 5 describes the software used to implement the Temoa formulation. Section 6 presents a verification exercise based on careful comparison to a simple MARKAL dataset. Section 7 presents a proof-of-concept application of stochastic optimization to illustrate the capability of the Temoa framework to conduct uncertainty analysis, and Section 8 draws conclusions and outlines future work.

2. Motivation

Energy model design should be driven by a clearly articulated research goal. Our long-term goal is to derive policy-relevant insight related to the cost, emissions, deployment, and coordinated operation of energy technologies over time while rigorously accounting for large future uncertainties. While simple and transparent accounting frameworks can be utilized to conduct such analysis, the specification of detailed, self-consistent assumptions across the energy system can be difficult and time-consuming. By contrast, optimization models employ formal search techniques, which enable a rapid and systematic exploration of the decision space to identify solutions that meet a specified objective. We chose to build a technology explicit EEO model, which enables a simultaneously broad and deep assessment of technology by considering the economic and technical characteristics of individual technologies as well as their interactions within a well-defined system.

Prior to building Temoa, we conducted an extensive review of existing energy models (DeCarolis et al., 2012). Through a formal review of the International Energy Workshop annals over the last decade, we found that three-fourths of surveyed models do not provide access to model source code and data. Among those that do, OSeMOSYS (Howells et al., 2011) is closest in structure and function to Temoa but serves a complementary purpose. A key motivation for OSeMOSYS is to make energy system modeling accessible to a much broader community, including students and researchers in developing countries who often lack the time and financial resources required to utilize larger commercial models. While the Temoa project shares these goals by utilizing free software, its design was driven primarily by the desire to enable repeatability and perform uncertainty analysis. We believe that there is value in having more than one open source EEO model of the same type available to the energy modeling community, since two distinct models are never identical: the process of distilling the relevant literature into a mathematical model requires reasoned judgment that makes modeling as much art as science (Morrison and Morgan, 1999; Ravetz, 2003).

In addition to reviewing the process of EEO model development and application, DeCarolis et al. (2012) also investigated the broader field of scientific computing and used it to develop a set of recommendations that can help enable the replication of model-based results by third parties. The recommendations include making source code and input data publicly accessible, making transparency a design goal, and utilizing free software tools. We have implemented these recommendations in the design of the Temoa framework.

3. The Temoa framework

The Temoa framework is designed such that the resultant model-based analysis is repeatable by third parties and provides an assessment of uncertainty that can affect outcomes of interest. We describe in Sections 3.1–3.3 how these design objectives were met.

3.1. Transparency

To inform our approach to model transparency, we investigated the software engineering practices employed by three large scale scientific software projects: MPICH2, a high performance parallel programming library (Balaji et al., 2011); the Portable, Extensible Toolkit for Scientific Computation (PETSc), a parallel differential equations solver library (Balay et al., 2011); and the Community Earth System Model (CESM), a fully-coupled, global climate model (UCAR, 2013). Based on careful review of these projects, the Temoa framework has been designed to include the following features: (1) a public, web-enabled interface to model source code and data; (2) developer documentation to encourage community contributions, (3) an avenue for user and developer interaction, and (4) a software utility to visualize output.

3.1.1. Revision control

The Temoa project provides public, web-enabled access to a revision control system (RCS), which provides the means to digitally store a complete archive of code changes (i.e., “commit” or “change” histories). Best practices suggest that the developer summarizes each commit to the repository. The resultant electronic archive enables structured development and provides an audit trail that enhances transparency for both Temoa developers and users.

A project may organize an RCS in a number of ways. One common approach divides the repository into a trunk and development branches, with the trunk representing the latest version, and the individual branches representing stable versions or experiments. Temoa’s repository structure includes parallel development branches (and no trunk) with each branch tuned to explore a specific set of questions. In many cases, where additional functionality requires extensive modification to an existing model formulation, the existing version can remain distinct and be archived separately. By archiving different branches of Temoa, we intend to prevent creep in model complexity over time as a model is adapted to answer new questions. Our approach contrasts with OSeMOSYS, which is based on the development of separable component blocks that can be added or removed to a core version of the model to customize model functionality (Howells et al., 2011). Both approaches have strengths, but neither is perfect: it may be difficult to separate OSeMOSYS functionality into distinct component blocks, but it may also be difficult to integrate changes across different versions and branches of Temoa.

3.1.2. Documentation

While public access to code and data enables interested parties to interrogate the model, it will remain largely opaque in the absence of well-designed user documentation. We have implemented automated documentation that fuses comment blocks in the source code with a clear narrative description. As described in Section 5, the Temoa model has been implemented in Python (Lutz, 2009). Python stores object comments in a special member variable, allowing third party tools to dynamically introspect a code base to generate documentation accessible to end users. In Temoa, comments interspersed in the source code contain LaTeX (Lamport, 1986) formatted algebraic formulations of associated equations that are automatically queried and combined with a separate descriptive narrative to dynamically create...
end-user documentation. The latest documentation is available on the project website (Hunter et al., 2013). This streamlines the documentation effort by allowing developers to focus on embedding descriptive comments in the source code, which also eliminates discrepancies that arise from maintaining multiple forms of documentation.

3.1.3. Communication and interaction

A successful open source model must provide a means for users and developers to interact. The developers of PETSc and MPICH2 are highly responsive to user queries on their traffic-intensive mailing lists (MPICH2, 2013; PETSc, 2012). While currently we do not have the same traffic as these well-established projects, we use an online forum for communication among developers as well as interaction with end users.

3.1.4. Visualization

Both PETSc and CESM include visualization tools to help users interrogate model behavior. In our case, model accessibility and transparency relies in part on the capability to visualize the energy system network under consideration. To meet this need, we employ an open source graphics package called Graphviz (Ellson et al., 2002) to dynamically generate an energy system map at model runtime. The Graphviz layout programs take descriptions of graphs in a simple text language, and create diagrams in several formats. Graphviz operates on a text file produced at model runtime that describes the nodes and edges within a given graph. Fig. 2 provides an illustrative energy system map. Temoa also generates a set of navigable output graphics by model time period that superimpose the resultant commodity flows and technology capacities on the graph. In addition to the output graphic, the Graphviz text input provides an auditable model record that can be used for debugging and verification purposes.

3.2. Replication of model results

The RCS serves another important objective: to archive “snapshots” of source code and data used to produce published model analysis. To our knowledge, Temoa is the first EEO modeling effort to provide public access to a revision control system, which enables third parties to precisely replicate our published results by accessing archived versions of source code and data. While other open source models such as OSeMOSYS (Howells et al., 2011), AIM (Kainuma et al., 1998), and DICE (Nordhaus, 1993) exist, none publicly archive source code and data in a consistent manner that enables precise replication of published results by third parties.

3.3. Uncertainty analysis

A key challenge associated with energy modeling is to derive actionable insight in the face of large future uncertainties. Many prior efforts have made future uncertainty the focus of model-based analysis (Gritsevskyi and Nakicenov, 2000; Kanudia and Loulou, 1998; Labriet et al., 2008). From its initial conceptualization, Temoa was designed for operation in a multi-core, multi-node compute environment, which significantly expands the capability to perform sensitivity and uncertainty analysis. We do not intend to use the enhanced computational ability to solve large and complex datasets. Rather, our intention is to build datasets that are only as detailed as needed to meet the research objective at hand, and to focus effort on iterating the model to understand how key uncertainties can drive the model results.

Model uncertainties can arise from two sources: the imprecise specification of input data (parametric uncertainty) and the limited ability of model equations to represent reality (structural uncertainty). Parametric uncertainty can be addressed in a variety of ways: scenario analysis to quantify how exogenous drivers affect model outputs, sensitivity analysis to identify the input parameters that produce the largest effect on model outputs, and uncertainty analysis via Monte Carlo simulation to provide a measure of dispersion in the outputs. Running an energy model in an HPC environment facilitates sensitivity and uncertainty analysis by enabling the simultaneous execution of multiple model runs across available compute cores.

Because each model realization produced with one of the techniques above assumes (a priori) a particular state of the world based on the input values drawn, the parameter uncertainty is propagated through the model. Resolution of uncertainty before the optimization is performed represents a “learn then act” approach (Kann and Weyant, 2000). Such an approach is of limited utility to a decision maker, who must make decisions in the face of uncertainty by taking an “act then learn” approach. Multi-stage stochastic optimization embeds the probability of different outcomes within the model formulation via specification of an event tree, yielding a near term hedging strategy that accounts for future uncertainties (Loulou and Lehtila, 2007). Such hedging strategies provide insight relevant to policy makers, investors, and planners, who must make decisions before uncertainty is resolved.

Fig. 2. Energy system map associated with the ‘Utopia’ energy system used for model verification. Energy technologies are represented by boxes and energy commodities by circles. Commodity flow into each technology (FI) is represented by dotted arrows, flow out (FO) by solid arrows.
periods in the future time set. The Temoa model optimizes energy system infrastructure and performance across several timescales. The longest scale is the complete set of periods \((P)\) considered by the model, which is in turn divided into two distinct sets: ‘existing’ \((P^e)\), and ‘future’ \((P^f)\). The existing time set defines the technology capacity vintages that exist prior to the periods in the future time set, and the model will return results for the periods in the future time set.

Both time sets \((P^e)\) and \((P^f)\) consist of user-defined periods, which represent an aggregation of the years from one period to the next. For example, if the first three time periods in a Temoa model are 2010, 2015, and 2025, then the 2010 time period represents the years 2010 through 2014, and the 2015 time period represents the years 2015 through 2024. Note that the length of each period is determined dynamically from the time between adjacent periods in \(P\), allowing (for example) the user to specify shorter periods near the present and longer periods into the future when uncertainty is larger. Within each period, Temoa performs the optimization for a single characteristic year, with all capacity and activity results assumed to remain the same for every year within the period. As such, the optimal results for each period correspond to a representative year within that period.

To capture the seasonal and diurnal variations in end-use demand and required technology capacity, each future year is divided into sets of seasons and times of day. Combinations of each season and time of day form time slices (e.g., winter-day, summer-night). The formulation in Sections 4.2–4.6 describes how Temoa optimizes technology capacity and utilization across these time units.

### 4.2. Introduction to Model Algebra

Algebraic models generally consist of four distinct components: sets, parameters, variables, and equations. A set is a collection of user-specified elements used by the model to index parameters and variables. For example, Temoa contains a set \(T\) that represents the set of all technologies considered by the model. The user must define the elements of \(T\) (e.g., pulverized_coal, wind, electric_car), which Temoa uses to index various parameters and variables. For instance, the investment cost \(IC_t\) is indexed by \(t \in T\) and \(v \in V\) such that each defined vintage of each technology is assigned an investment cost.

Table 1a, 1b, 1c explain the nomenclature in Temoa’s formulation. There are a total of 6 unique sets as well as several subsets and alias sets. Capital subscripts represent the set names and lower case subscripts represent individual set elements (e.g., \(c \in C\)). Note that all commodities \((c)\) belong to the set \(C\), but for notational clarity in the formulation, we define aliases for individual set elements to represent input commodities \((i \in I)\) and output commodities \((o \in O)\). Note also that because most parameters, variables, and constraints are sparsely indexed, \(\emptyset\) denotes the sparse superset representing the valid combinations of individual set elements. The subscript to \(\Theta\) denotes a specific
We denote this sparse subset of valid indices by \( \Theta \). In this manner, for any indexed parameter or variable within Temoa, shown above, they all follow the same left-to-right ordering scheme. The ordering of the set indices is consistent throughout the model to ensure the consistency among units through the propagation of \( \Theta \).

The capacity factor \( CF \) represents the maximum availability of a process by season and time-of-day, as determined by resource availability (e.g., as with intermittent renewables) as well as forced and unforced outage rates. The segment \( SEC \) is critical because the required amount of technology-specific capacity depends on the period of time over which the production occurs. For processes whose lifetimes end within period \( p \), Eq. (2) limits the activity by the scaling factor \( TLF \). The user is responsible for ensuring the consistency among units through the proper specification of \( C2A \). While the \( CAP \) variable relates to \( ACT \) via an inequality constraint, the constraint will remain binding where new capacity has a positive cost. Eq. (2) also applies to preexisting capacity, where the variable \( CAP \) is replaced by the parameter \( ECAP \).

4.4. Physical and operational constraints

There are several constraints required to represent the physical and operational requirements associated with an energy system. The requirement that supply is sufficient to meet demand drives all other constraints: the model must ensure that the exogenously specified annual end-use demands \((DEM_{p})\) – distributed per slice according to the demand–specific distribution \((DSD_{d,c})\) – are satisfied by the available commodity output:

\[
\sum_{i,t,v} FO_{p,d,i,t,v} \geq DEM_{p,c} \cdot DSD_{d,c}
\]

(3)

While Eq. (3) requires commodity production to meet an end-use demand, it does not specify how the end-use commodities are produced. A constraint is needed to determine how commodity inputs and outputs relate at the individual process level:

4.4.2. Process-level commodity flow constraint:

\[
FO_{p,d} \leq \text{EFF}_{i,t,v} \cdot \text{CAP}_{p}
\]

(4)

Eq. (4) ensures that the commodity output of a process cannot exceed the product of the commodity input and efficiency, enforcing
conservation of energy at the process level. In addition, indexing efficiency by both input and output commodities provides a flexible technology characterization capable of tracking multiple commodity flows into and out of a single technology. For example, a flex fuel vehicle can consume an ethanol blend or gasoline to produce vehicle miles traveled, each with different efficiencies. (Note that \( T - T^\prime \) indicates the subset of \( T \) that does not include \( T^\prime \). Thus, Eq. (4) applies to all non-storage processes.) Eqs. (3) and (4) ensure that demand is met by a demand technology, but an additional constraint is needed to connect the inputs to demand technologies with upstream outputs:

### Global commodity balance constraint:

\[
\sum_{i,v} FO_{p,s,d,i,v} = \sum_{i,v} FI_{p,s,d,i,v} \quad \forall (p, s, d, c) \in \Theta_{\text{balance}}
\]

Note that Eq. (5) sums over all technologies and all vintages that produce or consume commodity \( c \) (in bold to make clear the placement of indices as input and output). For each period \( p \), season \( s \), time of day \( d \), and commodity \( c \), the left and right sides represent the total commodity produced and consumed, respectively. Taken together, Eqs. (3), (4), and (5) create a network that links technologies together via allowable flows of energy commodities, thereby defining a set of feasible energy pathways that map raw resources to end-use demands.

According to Eq. (5), outputs from technologies producing intermediate commodities are optimized for each season and time of day combination (i.e., at the “time slice” level). This is desirable for electric generators, for example, which are dispatched to meet demand within each time slice based on the delivered cost of energy. Eq. (5) does not apply to demand devices, however, which are not shared resources like electric generators. Instead, the utilization of each demand device type must remain proportional in each time slice. For example, electric heater activity should not be optimized by time slice because the end-users utilizing the capacity rely on it in each time slice with a heating demand. The following constraint ensures proportional production in each time slice for all demand devices:

### Demand activity constraint:

\[
DSD_{p,d,s,t,v} = \sum_{i} FO_{p,s,d,i,v} = DSD_{p,d,s,t} \sum_{i} FO_{p,s,d,i,v} \quad \forall \{p, s, d, t, v, c \in C^d, s^t, d \in D - \{d\}\} \in \Theta_{\text{Demand Activity}}
\]

Similar to Eq. (4), the notation in Eq. (6) for \( d^\prime \) indicates that the set element \( d^\prime \) belongs to the set \( D \) but cannot take on the value \( d \), denoted by \( \{d\} \). (The same interpretation applies to \( s^t \).)

Two additional constraints relate specifically to electric generators. First, due to their thermal properties, baseload plants cannot shift output over the course of a day to follow load. As a result, all technologies in the baseload subset (\( T^b \)) must produce the same activity per unit time in each time-of-day segment, but can vary their output rate across seasons:

### Baseload constraint:

\[
SEG_{s,d} \cdot ACT_{p,s,d,t,v} = SEG_{s,d} \cdot ACT_{p,s,d,t,v}
\]

### Storage constraint:

\[
\sum_{d} \left( EFF_{p,s,d,i,v} \cdot FI_{p,s,d,i,v} - FO_{p,s,d,i,v} \right) = 0
\]

4.5. User-defined constraints

The constraints provided in this section are not required to define proper system operation, but allow the modeler to specify additional limits to technology and commodity production. With regard to the utilization of natural resources, Temoa includes a constraint that limits resource consumption by a resource technology (i.e., domestic production or import) to a user-specified upper limit each period:

### Resource production constraint:

\[
\sum_{p,s,i} FO_{p,s,i,d,v} \leq RSC_p \quad \forall \{p, c\} \in \Theta_{\text{resource}}
\]

In addition, users may impose an upper or lower bound on the installed capacity of a specific technology each period:

### Capacity limits:

\[
\begin{align*}
\text{CAPAV}_{p,t} & \leq \text{MAX}_{p,t} \quad \forall \{p, t\} \in \Theta_{\text{max}} \quad (10) \\
\text{CAPAV}_{p,t} & \geq \text{MIN}_{p,t} \quad \forall \{p, t\} \in \Theta_{\text{min}} \quad (11)
\end{align*}
\]

\( \text{CAPAV} \) is a summation of all active vintages of technology \( t \), taking into account those processes whose lifetime ends prior to the end of period \( p \).

For technologies with multiple outputs, it is often necessary to constrain the relative share of outputs to a user-specified fraction. Eq. (12) allows a modeler to specify fixed proportions for multiple outputs from a single technology:

### Technology output split constraint:

\[
\text{ELM}_{p,s,i,v} \cdot FO_{p,s,d,i,v} = \text{ELM}_{p,s,i,v} \cdot FO_{p,s,d,i,v}
\]

Finally, users can track emissions by specifying an upper bound on emissions each period:

### Emission limit constraint:

\[
\sum_{d,i,v} \left( EAC_{p,s,d,i,v} \cdot FO_{p,s,d,i,v} \right) \leq ELM_p \quad (13)
\]

Though there are additional internal constraints to track reporting variables within the Temoa source code, the 13 constraint classes
presented above, along with the objective function, represent the core model formulation.

4.6. Objective function

Temoa minimizes the present cost of energy supply to meet the specified end-use demands. The scalar objective function value represents a summation of the capital, fixed, and variable costs related to the installation and utilization of all energy technologies:

\[
\text{Minimize } \text{TotalCost} = \text{LoanCost} + \text{FixedCost} + \text{VariableCost}
\] (14)

LoanCost, FixedCost, and VariableCost in Eq. (14) represent the scalar sum of more detailed calculations presented in Eqs. (15), (16), and (17). LoanCost and FixedCost depend on the \( \text{CAP} \) variables and VariableCost depends on the \( \text{ACT} \) variables, which are both derived from \( \text{FO} \). LoanCost represents the total amount paid on loans for capital investment:

\[
\text{LoanCost} = \sum_{t,v} \left( I_{t,v} \cdot L_{t,v} \cdot \sum_{y=0}^{\text{MLL}_{t,v}} \frac{1}{1 + \text{GDR}^{y-t_0}} \cdot \text{CAP}_{t,v} \right)
\] (15)

The inner sum calculates the appropriate discount factor associated with future loan costs for each technology vintage. \( t_0 \) denotes the first model year within \( P \), so costs are discounted to the beginning of the first future period. The parameter \( \text{MLL} \) contains only natural numbers, and is the smaller of two quantities: the year the loan reaches maturity or the last year in \( P \). The outer sum calculates the total loan costs associated with all technology vintages installed over the future horizon. Via the \( L_{t,v} \) parameter (representing the annuity on a capital investment\(^1\)), the user may represent technology-specific financing options.

The second term in Eq. (14), FixedCost, represents annually recurring fixed costs:

\[
\text{FixedCost} = \sum_{p,t,v} \left( F_{p,t,v} \cdot \sum_{y=0}^{\text{MLL}_{t,v}} \frac{1}{1 + \text{GDR}^{y-t_0}} \cdot \text{CAP}_{t,v} \right)
\] (16)

Eq. (16) is similar to Eq. (15) and represents a present value calculation of all fixed costs but with different constants: the period- and process-specific fixed cost factor (\( F \)) replaces the process investment cost parameter (\( \text{IC} \)) and the process lifetime parameter (\( \text{MTL} \)) replaces the process loan lifetime parameter (\( \text{MLL} \)). Since there is no loan, there is no need for the loan annualization parameter (\( \text{LA} \)). Finally, the last term in Eq. (14), VariableCost, represents the recurring variable costs:

\[
\text{VariableCost} = \sum_{p,s,d,t,v} \left( V_{p,s,t,v} \cdot \sum_{y=0}^{\text{LEN}_{t,v}} \frac{1}{1 + \text{GDR}^{y-t_0}} \cdot \text{ACT}_{p,s,d,t,v} \right)
\] (17)

For resource technologies that produce raw commodities such as petroleum and natural gas, \( V \) represents the commodity extraction cost; for technologies that consume commodities, \( V \) typically represents the variable operations and maintenance cost.

---

1 Calculated as: \( \frac{\text{TDR}_{t,v}}{1 - (1 + \text{TDR}_{t,v})^{-\text{UN}_{t,v}}} \)

5. Implementation of Temoa

This section describes the implementation of the model formulation provided in Section 4. We have implemented Temoa within an algebraic modeling environment. Algebraic modeling languages (AML) like GAMS (Brooke and Rosenthal, 2003) or AMPL (Fourer et al., 1987) provide an intuitive method for model formulation, analogous to the notation associated with mathematical programming problems. A major advantage of AMLs is their ability to describe models distinctly from the data on which they operate (Kallrath, 2004). As a result, well-designed EEO model source code represents a generic energy optimization framework, which operates on specific datasets to produce results.

Our design goal was to assemble an open source software stack that enables uncertainty analysis in an HPC environment. We are utilizing the Common Optimization Python Repository (Coopr), a set of Python-based optimization utilities developed by Sandia National Laboratories (Hart and Watson, 2009). Temoa’s core EEO model heavily utilizes two subcomponents of Coopr: an AMPL-like environment called Python Optimization Modeling Objects (Pyomo), and Python-based Stochastic Programming (PySP). Fig. 3 includes key software elements and the links between them. Sections 5.1 and 5.2 describe the implementation of the Temoa model formulation using Pyomo and PySP, respectively.

5.1. Programming environment

The choice of application programmer interface (API) and environment is crucial to a project whose stated goal is transparency. We selected Pyomo for a number of reasons. Influenced by the design of AMPL, Pyomo is an open source Python library that provides capabilities commonly associated with algebraic modeling languages (AMLs) such as AMPL, AIMMS, and GAMS; however, Pyomo is also embedded within a full-featured high-level programming language with a rich set of supporting libraries (Hart, 2009). Pyomo leverages the Python component architecture to support extensibility in a modular manner. Modeling in a high level language allows modelers to utilize modern programming constructs, ensure cross-platform portability, and access the broad range of functionality found in standard software libraries. The benefits of using Python are twofold: (1) it serves as a robust, well-tested foundation for model development and (2) extensions generally require new classes or routines rather than changes to the language itself (Hart, 2009).

One drawback to Python and Pyomo over a standard AML is the verbosity of syntax. While a pure AML has syntax very close to actual mathematical notation, the generality of Python requires more overhead code (i.e., required code that does not directly relate to the math). We made the decision to sacrifice the conciseness of an AML for the power and flexibility of a general purpose programming language. Python is widely used in the scientific community (Pérez et al., 2011) and such broad familiarity with Python is an important consideration for a new modeling effort trying to appeal to modelers from a variety of disciplines. In addition, the algebraic formulation provided in Section 4 can be ported to a different programming environment in the future, if necessary.

The Temoa user documentation made available on the project website describes the model implementation in detail (Hunter et al., 2013). To encourage contributions back to the energy modeling community, all of Temoa’s model-specific code is made available under the GNU Affero Public License (FSF, 2007).

5.2. Optimization tools

A key strength of Coopr is that models developed in Pyomo can link to optimizers written in low-level languages (e.g., C and FORTRAN). This two-language approach leverages the flexibility of a high-level language for formulating optimization problems and the efficiency of low-level languages for numerical computations (Hart, 2009). Coopr links to...
several linear and mixed integer linear solvers, including CPLEX (Cplex, 2007), Gurobi (Bixby et al., 2010), CBC (Forrest and Lougee-Heimer, 2005), and GLPK (Makhorin, 2010).

Another strategic reason for using Coopr is the ability to link Temoa with solvers that can handle a variety of mixed integer and non-linear formulations. Future Temoa development may include a mixed integer or non-linear formulation to model endogenous technological change (Barreto, 2001; Manne and Barreto, 2004), non-linear macroeconomic production functions (e.g., Bauer et al., 2008), or use of the logit function as a market sharing algorithm (Short et al., 2007).

Coopr also contains Python-based Stochastic Programming (PySP), a modeling and solver library for generic stochastic programming (Watson et al., 2010). Modeling in PySP involves coupling a fully-specified event tree with a Pyomo-based deterministic, single-scenario model of the problem. The event tree specification includes the assignment of conditional probabilities and stochastic parameter values to each branch in the event tree.

PySP can also address instances where the extensive form is too difficult to solve, due either to the presence of integers (in any stage) or a sufficiently large event tree. In this case, PySP provides a generic and highly customizable scenario-based decomposition solver based on Rockafellar and Wets’ Progressive Hedging algorithm, which has proved effective as a heuristic for difficult, multi-stage stochastic mixed-integer programs (Rockafellar and Wets, 1991). Because the progressive hedging algorithm decomposes a stochastic problem into the set of paths through the event tree, it is possible to implement the algorithm in a parallel computing environment.

6. Verification exercise

With the algebraic model formulation and subsequent Pyomo implementation complete, we conducted a verification exercise to test model performance. Following the lead of Howells et al. (2011), we utilized ‘Utopia’, a simple test energy system bundled with ANSWER, a graphical user interface packaged with the MARKAL model generator (Noble, 2007). Utopia can deploy 17 technologies across three model time periods (1990, 2000, 2010) to meet 3 end-use demands: residential lighting (RL), residential space heating (RH), and automobile transportation (TX). Within each time period, a representative year is split into three seasons (winter, summer, intermediate) and two times of day (day, night). Among the three seasons, the average lighting and space heating demands are highest in the winter and higher in the day compared to night. Transportation demand remains constant throughout the year.

To meet these demands, the model can deploy and utilize a lighting technology (RL1), electric space heaters (RHE), oil-based space heaters (RHO), and electric, diesel, and gasoline cars (TXE, TXD, TXG). Coal combustion (E01), light water nuclear reactors (E21), hydroelectricity (E31), and oil combustion (E70) can generate electricity. A pumped hydroelectric facility (E51) is also available to store and dispatch electricity. The system receives fuel from the import of coal (IMPHCO1), uranium (IMPURN1), crude oil (IMPOIL1), gasoline (IMPSL1), and diesel (IMPDNL1). Imported crude oil can be refined into gasoline and diesel via a refinery technology (SRE). Fig. 2 provides the system network map.

Running the model produced the technology capacity results shown below in Fig. 4. The objective function value, representing the present cost of energy supply, is $36.5 billion in Temoa, and $32.7 billion in MARKAL, which represents a 12% difference.²

Fig. 4 indicates a discrepancy in the choice of space heating technology. The combined RHO and RHE capacity in Temoa is 62 and 93 PJ/year in 2000 and 2010. In MARKAL, the combined RHO and RHE capacity is 37.8 and 56.7 PJ/year in 2000 and 2010, respectively. Temoa is choosing to build more capacity than MARKAL because Eq. (2), which defines the relationship between activity and capacity, requires it. To illustrate the difference, Table 2 presents the demand in each time slice as well as the length of each time slice, expressed as the fraction of a year (SEG). The bottom portion of Table 2 represents the resultant demand device capacity required by MARKAL and Temoa.

The MARKAL demand device capacity required to meet a given end-use demand is equal to the sum of demand device activity. By contrast, Eq. (2) in Temoa requires that the product of demand device capacity and the time slice length (SEG) be greater than or equal to its activity. As a result, the total demand device capacity required to meet a given

² Note that the MARKAL run was conducted with \( \text{STARTYPE} = 0 \), such that all costs are discounted to the beginning of the first period in order to be consistent with Temoa.
end-use demand is higher in Temoa than MARKAL, as shown in Table 2. We assert that our approach is more accurate: To ensure that supply meets demand, the total rate of commodity production must equal the total rate of commodity demand. In turn, the rate of commodity demand – end-use demand per unit time – is given by the demand level in each time slice divided by the duration of each time slice. For example, RH demand rate in 2000 during winter–day is given by 20.7 PJ/0.333 year = 62 PJ/year. Since winter–day yields the highest demand rate across all six slices, it determines the total required capacity for heating technologies (RHO and RHE). MARKAL instead assumes that the required capacity for combined RHE and RHO is 37.8 PJ/year, which does not account for the time slice length and implicitly assumes constant annual demand. For demands that remain constant throughout the year (e.g., TX), the MARKAL and Temoa capacity results match, as shown in Fig. 4 for TXD and TXG. Dividing the TX demands by the appropriate SEG yields the same rate of demand in each time slice. As a result, the MARKAL formulation results in an underinvestment in demand device capacity in cases where the demand rate (e.g., PJ/year) varies throughout the year. The underinvestment in MARKAL explains the discrepancy in the values of the Temoa and MARKAL objective functions presented above. To verify this conclusion, we formulated a second version of Temoa that calculates the demand device capacity by assuming constant annual demand. This is achieved by formulating a separate version of Eq. (2) which does not include SEG on the left hand side of the equation, for all technologies except for electric generators. This version is able to identically replicate the MARKAL activity and capacity results, producing a Temoa objective function value of $33.3 billion, which is 2% lower than the MARKAL result. This remaining discrepancy is due to the precise nature of the objective function calculation: Temoa first annualizes investment costs and then sums those annual payments over the future horizon, whereas MARKAL assumes a lump sum investment cost, with a salvage value credited back to the objective function for capacity exceeding the specified future horizon.

The model source code and data used to generate results associated with the Utopia verification exercise are archived in our Git repository, accessible from the project website (Hunter et al., 2013). Note that the Temoa formulation resides in the energysystem branch, while the alternative formulation used to replicate the MARKAL result is archived separately in the exp_energysystem_match_MARKAL branch.

### 7. Stochastic implementation of Utopia

Upon completion of the verification exercise, we tested the functionality of PySP by implementing a stochastic version of the Utopia system. The simplicity of the Utopia system and our familiarity with it through the model verification process made it a logical choice as a proof-of-concept test of Temoa’s stochastic optimization capability. Suppose that Utopia is an island state and is gravely concerned with fuel supply over the next three decades. Due to geopolitical concerns and a lack of domestic resources, the prices of imported crude oil, diesel, gasoline, and coal are expected to increase dramatically from 2000 through 2019, corresponding to the 2000 and 2010 model time periods. Energy planners in Utopia would like to prepare a strategy that is contingent on the possible future price rates. Crude oil, diesel, and gasoline are

### Table 2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intermediate–Day</td>
<td>0.167</td>
<td>1.26</td>
<td>1.89</td>
<td>4.54</td>
<td>6.80</td>
<td>1.30</td>
<td>1.95</td>
</tr>
<tr>
<td>Intermediate–Night</td>
<td>0.083</td>
<td>0.42</td>
<td>0.63</td>
<td>2.27</td>
<td>3.40</td>
<td>0.65</td>
<td>0.97</td>
</tr>
<tr>
<td>Summer–Day</td>
<td>0.167</td>
<td>1.26</td>
<td>1.89</td>
<td>0</td>
<td>0</td>
<td>1.30</td>
<td>1.95</td>
</tr>
<tr>
<td>Summer–Night</td>
<td>0.083</td>
<td>0.42</td>
<td>0.63</td>
<td>0</td>
<td>0</td>
<td>0.65</td>
<td>0.97</td>
</tr>
<tr>
<td>Winter–Day</td>
<td>0.333</td>
<td>4.20</td>
<td>6.30</td>
<td>20.7</td>
<td>31.0</td>
<td>2.60</td>
<td>3.90</td>
</tr>
<tr>
<td>Winter–Night</td>
<td>0.167</td>
<td>0.84</td>
<td>1.26</td>
<td>10.3</td>
<td>15.5</td>
<td>1.30</td>
<td>1.95</td>
</tr>
<tr>
<td>MARKAL capacity</td>
<td>8.40</td>
<td>12.6</td>
<td>37.8</td>
<td>56.7</td>
<td>7.80</td>
<td>11.60</td>
<td></td>
</tr>
<tr>
<td>Temoa capacity</td>
<td>12.6</td>
<td>18.9</td>
<td>62.0</td>
<td>93.0</td>
<td>7.80</td>
<td>11.60</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Import prices</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>200%</td>
<td>225%</td>
<td>250%</td>
</tr>
<tr>
<td>Oil, diesel, gasoline</td>
<td>125%</td>
<td>150%</td>
<td>175%</td>
</tr>
</tbody>
</table>
The deterministic version of the model (i.e., source code simplicity, each branch is assigned an equal probability of (1/9), or across two time stages with uncertainty for a total of 81 scenarios. For coal and liquid fuels, resulting in 9 branches per node implemented problem and invoked CPLEX to passed to PySP, which constructed the extensive form of the stochastic scatterplot of the total discounted system cost.

Note the suppressed zeros; the variation in total system cost is roughly 20%.

Fig. 5. Total discounted system cost as a function of the average imported coal (HCO) price across the 2000 and 2010 time periods. The shade of each point is proportional to the average imported price of crude oil, diesel, and gasoline over the same periods, and all three fuels follow identical growth patterns. Lighter shades indicate higher import prices.

The resultant event tree considers each combination of growth rates for coal and liquid fuels, resulting in 9 branches per node implemented across two time stages with uncertainty for a total of 81 scenarios. For simplicity, each branch is assigned an equal probability of (1/9), or roughly 11%. The deterministic version of the model (i.e., source code and base case data file) along with the event tree information was passed to PySP, which constructed the extensive form of the stochastic problem and invoked CPLEX to find the optimal solution. Fig. 5 is a scatterplot of the total discounted system cost – the objective function value – as a function of the average coal price from 2000 to 2019. The imported from the same location, and therefore the low, medium, and high growth rates for all three fuels are assumed to be the same and follow identical growth patterns. The assumed import price growth rates are provided in Table 3.

The resultant event tree considers each combination of growth rates for coal and liquid fuels, resulting in 9 branches per node implemented across two time stages with uncertainty for a total of 81 scenarios. For simplicity, each branch is assigned an equal probability of (1/9), or roughly 11%. The deterministic version of the model (i.e., source code and base case data file) along with the event tree information was passed to PySP, which constructed the extensive form of the stochastic problem and invoked CPLEX to find the optimal solution. Fig. 5 is a scatterplot of the total discounted system cost – the objective function value – as a function of the average coal price from 2000 to 2019. The marker shading is proportional to the imported price of oil, diesel, and gasoline, where lighter shades indicate higher prices. Fig. 5 indicates how total energy expenditures in Utopia vary under the 81 different fuel price scenarios.

The variation in results can be observed by choosing two extreme scenarios within the event tree and examining the technology results. Fig. 6 provides the activity associated with both fuel imports and demand devices in the Utopia system when coal prices are highest and liquid fuel prices are lowest (left bars), and vice versa (right bars). Since there is no modeled uncertainty in 1990, the results in all scenarios are the same and represent a near-term hedging strategy that accounts for the modeled future outcomes weighted by their probabilities. The 1990 results indicate that Utopia should maintain a balance between imports of coal, diesel, and gasoline, with coal used for electricity generation (E01), diesel for space heating (RHO), and gasoline for vehicles (TXG). If coal prices remain high relative to imported oil, diesel, and gasoline prices, as in the left bars of Fig. 6, Utopia should consider fuel switching in its electric sector to nuclear by 2010. If coal prices are low relative to imported oil, diesel, and gasoline prices, as in the right bars of Fig. 6, Utopia should consider a sharp increase in coal imports in order to ramp up electricity production. The additional electricity can be used to supplant oil heaters (RHO) with electric heaters (RHE) and to displace a portion of the gasoline vehicles (TXG) with electric vehicles (TXE). The hedging strategy suggests a moderated approach to fuel imports in 1990, followed by recourse options over the following two decades depending on how uncertainty in fuel prices imports are revealed.

While this stochastic exercise with Utopia is simply a proof-of-concept for the Temoa framework, the ability to conduct stochastic optimization with much larger datasets in an HPC environment can lend valuable insight into the planning process by allowing the construction of complex event trees that account for multiple parameter uncertainties. Note that Temoa's stochastic version of Utopia draws on the source code and data available in the energiesystem branch, supplemented with files made available in the stochastic subdirectory.

8. Discussion

Two primary needs drive the design of Temoa: greater transparency in EEO modeling and rigorous assessment of future uncertainty. Towards transparency, Temoa draws on a large, existing ecosystem of open source software components, and is itself an open source project. Temoa utilizes an open source AML-like environment, Pyomo, to implement the algebraic formulation, links to open source solvers (e.g., GLPK), and is archived in an electronically and publically accessible RCS. The use of Pyomo allows us to conduct sensitivity and uncertainty analysis in an HPC environment, thereby enabling parallel processing of model runs required for parametric sensitivity analysis, Monte Carlo simulation, and stochastic optimization (via PySP). In particular, the ability to conduct stochastic optimization with more complex event trees can better inform decision makers who must take action on energy and environmental issues before future uncertainty is resolved.

The verification exercise using the ‘Utopia’ system presented in Section 6 demonstrates that the Temoa model formulation and implementation are correct. The observed discrepancy between MARKAL and Temoa regarding the calculation of demand device capacity demonstrates the utility of careful verification exercises. The comparison unearthed a simplification in the MARKAL formulation that can lead to underinvestment in technology capacity. Despite its simplicity, the stochastic optimization of Utopia represents a proof-of-concept application of Temoa. Further, public access to our RCS allows interested parties to use the archived model source code and data, and more importantly, to reproduce our published results. For example, those interested in reproducing our Utopia results can access a snapshot of the source code and data within the web accessible repository, linked from the Temoa Project website (Hunter et al., 2013).
Over time, we fully expect that changes will be made to the model formulation. The formulation presented here represents a single snapshot archived in our publicly accessible RCS, but as we update the formulation, changes will be integrated into the documentation available on the project website. In addition, we plan to use the RCS to archive distinct versions of the model formulation with different capabilities, tuned to the needs of particular analyses. Keeping the model codebase as small as possible for a particular application will maintain model transparency by allowing modelers and users to interrogate model source code and data with greater ease. While the implementation in Pyomo is more verbose than other algebraic modeling languages such as GAMS or AMPL, we hope that Temoa will benefit the energy modeling community.

Ongoing work by the authors is focused on methodological improvements in the application of stochastic optimization, while external collaborators at Carnegie Mellon and Princeton Universities are conducting studies related to U.S. natural gas supply, energy development on an American Indian reservation, and energy futures in India.
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