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Abstract

Spatial diversity and multiuser diversity attract much research interest recently. In this paper, through asymptotic analysis of the average system capacity and scheduling gain, we investigate the cross-layer interaction between these two forms of diversity in wireless networks. Rigorous proofs and necessarily stronger results in terms of convergence are provided for some intuitions in this area. Equally important, explicit expressions of scheduling gain and average system capacity in various circumstances that reveal inter-connections and fundamental tradeoffs among key system parameters are given, which afford us some insights in system design. Our results are general enough to cover many practical scenarios of interest.
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I. Introduction

Diversity has long been established as key technology that enables reliable and high-data-rate wireless communications. While diversity can be achieved in many forms, two of them attract much research interest recently. One is spatial diversity realized through employing multiple antennas at either the transmitter or receiver end, or both, the idea of which is not new but interest on which is rekindled with the introduction of multi-input multi-output (MIMO) systems [1][2]. In a multiuser wireless network, there is another form of diversity called multiuser diversity [3][4], which reflects the fact of independent fluctuations of different users’ channels. Multiuser diversity can be exploited to increase the system throughput, through intentionally transmitting to the user(s) with good channels at each instant (opportunistic scheduling). Spatial diversity techniques typically reside in the physical (PHY) layer, while multiuser diversity is obtained through user scheduling at the medium-access control (MAC) layer. It is therefore interesting to understand how these two diversity techniques combine to determine overall network performance and how they interact with each other.

There exist some work on joint spatial diversity and multiuser diversity systems. In particular, the capacity analysis for Rayleigh fading channels is given in [5], and in [6] for more general Nakagami fading channels. Some have suggested that spatial diversity can actually diminish the advantages of multiuser diversity [4][7][8][9]. Intuitively, this can be explained by observing that multiuser diversity takes advantage of fading by “riding on the peak”, which is unfortunately eliminated by spatial diversity. As noted in [7][6][10], however, this conclusion is valid only for open-loop but not closed-loop spatial diversity schemes, while user scheduling inherently requires feedback.

Our research is different from previous work in the following aspects. First, our study on the interaction between spatial diversity and multiuser diversity focuses on the asymptotic analysis, i.e., by allowing the number of antennas or users or both to go to infinity\(^1\). Besides mathematical tractability, asymptotic analysis also helps reveal some fundamental relationship of key system parameters, which may be concealed in the finite case by random fluctuations and other transient properties of channel

\(^1\) Some asymptotic analysis with respect to the number of users is also pursued in [4][9].
matrices. Moreover in many scenarios (especially with respect to the number of antennas), convergence to the asymptotic limit is rather fast. Secondly, we put emphasis on the scheduling gain in capacity rather than the overall system signal-to-noise ratio (SNR) or capacity, which is the benefit we can really obtain through opportunistic scheduling over the traditional round robin scheduling. The impact of multiple antennas on multiuser wireless networks is increasingly drawing research interest very recently. This work will focus on spatial diversity systems; some pioneer study on spatial multiplexing systems can be found in [25][13].

The main contributions of this paper are summarized below:
1). We derive rigorously explicit expressions for average (ergodic) capacity\(^2\) of joint spatial diversity and multiuser diversity systems when the number of users goes to infinity while the number of antennas keeps fixed. As expected, the average system capacity and scheduling gain grow with the number of users; and we contribute by providing a rather general asymptotic expression that builds an explicit connection with key system parameters and reveals their interactions, and by providing a strict proof of convergence that is in a stronger sense than what is assumed in previous study. As an application, we confirm that in this scenario, there is a tradeoff between spatial diversity and multiuser diversity for an open-loop spatial diversity system, but the detrimental effect of multiple transmit antennas can be avoided with the closed-loop schemes. We also show that all closed-loop schemes perform similarly in this scenario, in the sense that their differences only occur at the second-order (i.e., \(\log \log K\)).

2). We show rigorously that the scheduling gain nonetheless diminishes to zero as the size of antenna arrays grows while the number of users keeps fixed, no matter for open-loop or closed-loop spatial diversity systems, through asymptotic study on the mean and variance of the effective link SNR. In this sense, multiuser scheduling is not worthwhile in an antenna-dominant environment. On the other hand, different spatial diversity schemes do make significant difference with respect to system capacity for

\(^2\) These results obviously also hold for scheduling gain, as the average capacity with round robin scheduling does not depend on the number of users in a homogeneous network, assumed throughout this paper.
round robin scheduling. As a side product, we also solve an open problem regarding the mean-square convergence of the largest eigenvalue of Wishart matrices (see Lemma 3).

3). Since the scheduling gain asymptotically decreases with the number of antennas and increases with the number of users, it’s interesting to study the asymptotic trend when both are allowed to grow. We reveal how the scheduling gain behaves depending on the relative growth rate between the two. In particular, we determine a critical point, only beyond which multiuser scheduling is meaningful.

The paper is organized as follows. In Section II, we give our system model with combined spatial diversity and multiuser diversity. Then we provide our asymptotic analysis corresponding to the above three scenarios in Section III, IV and V, respectively, together with some numerical results for illustration purpose. Final conclusions are made in Section VI.

II. Joint Spatial Diversity and Multiuser Diversity System

We consider a homogeneous downlink multiuser MIMO communication scenario, which is envisioned to be of crucial importance for emerging wireless networks. Appropriate spatial diversity techniques are employed for each link. In this paper, we concretize our analysis with three spatial diversity schemes. The first employs well-known space-time block coding at the transmitter and maximum ratio combining at the receiver, coined as STBC/MRC, which does not require channel state information (CSI) at the transmitter end. As user scheduling inherently requires feedback, we further explore two closed-loop diversity schemes. One of them pursues joint maximum ratio transmission and maximum ratio combining (MRT/MRC), which provides the optimal performance reference for MIMO diversity techniques. The other exploits simple antenna selection on both ends (SC/SC), trading performance for complexity. MRT/MRC and SC/SC can be viewed as the two extremes for various hybrid selection combining schemes [15][17]. After diversity combining, the user with the best channel quality, in this case the highest effective link SNR, is chosen for communication in opportunistic scheduling. In contrast, the round robin scheduling simply selects the users in some deterministic order.

It is assumed that the base station has $M$ antennas and each of the $K$ users has $N$ antennas. Throughout the paper, when asymptotic analysis with respect to the size of antenna array is pursued, we
allow both $M$ and $N$ to go to infinity, with their ratio $r = N/M$ fixed. The incorporation of the large $M$ and fixed $N$ scenario is relatively straightforward, and will be briefly discussed as well. We use $H_k = \{h_{k}^{i}\} \ (1 \leq k \leq K)$ to denote the $k$th user’s channel matrix. For simplicity, independent and identically distributed (i.i.d.) Rayleigh fading is mainly considered for $\{H_k\}_{k=1}^{K}$, but our analysis can be readily extended to other fading scenarios. As will be seen (in Section III), only the tail behaviors of the relevant probability distributions matter. The background noise is assumed to be white and Gaussian.

Throughout this paper we assume a block-flat fading scenario. Let $s_k(t)$ and $y_k(t)$ be the transmit and receive signal (after diversity combining) at time $t$ for some selected user $k$ respectively, then without loss of generality we have

$$y_k(t) = \sqrt{\gamma_k} s_k(t) + n_k(t), \quad (1)$$

where the noise $n_k(t)$ is assumed to have zero mean and unit variance, the average transmit SNR is $\gamma_t = E|s_k(t)|^2$, and $\gamma_k$ is the channel gain obtained through diversity combining, which can be interpreted as the normalized effective link SNR. Denote the probability density function (PDF) and cumulative distribution function (CDF) of $\gamma_k$ by $f_{\gamma_k}(x)$ and $F_{\gamma_k}(x)$, respectively, assumed the same for all users. In the opportunistic scheduling scheme, the base station chooses the user $k^* = \arg \max_k (\gamma_k)_{k=1}^{K}$. Thus the resultant normalized system SNR seen by the base station is $\gamma_{k^*}$, with PDF

$$f_{\gamma_{k^*}}(x) = K f_{\gamma}(x) F_{\gamma}^{K-1}(x). \quad (2)$$

In this paper, we follow the common practice and adopt the information-theoretic spectral efficiency as a performance metric to evaluate the joint spatial diversity and multiuser diversity system. The average system capacity obtained by opportunistic scheduling can be described by a function of $K$ and $M$ as

$$\bar{S}(K,M) = E \left( \log \left( 1 + \gamma_t \max_{k=1}^{K} \gamma_k \right) \right) = \int_{0}^{\infty} \log(1 + \gamma_t x) f_{\gamma_t}(x) dx. \quad (3)$$

Similarly, the average system capacity obtained by round-robin scheduling can be defined as a function of $M$, which is

$$\bar{R}(M) = E \left( \log(1 + \gamma_t \gamma) \right) = \int_{0}^{\infty} \log(1 + \gamma_t x) f_{\gamma}(x) dx. \quad (4)$$
Finally, in order to measure the benefit brought by multiuser diversity, we define the scheduling gain $G(K, M)$ as the average capacity gain boosted by opportunistic scheduling from $\bar{R}(M)$:

$$G(K, M) = \bar{S}(K, M) - \bar{R}(M). \tag{5}$$

In the remainder of this paper, we adopt the following notations for the limiting behaviors of two functions $f(x)$ and $g(x)$ with $\lim_{x \to \infty} \frac{g(x)}{f(x)} = c$ : $g(x) = O(f(x))$ for $0 < c < \infty$ ; $g(x) \sim f(x)$ for $c = 1$ ; $g(x) = o(f(x))$ for $c = 0$ ; and $g(x) = \omega(f(x))$ for $c = \infty$. When convergence of a sequence of random variables is involved, shorthand notation “$D$” stands for in distribution, “$P$” for in probability, “$r$” for in $r$th mean, and “$a.s.$” for almost surely. The user index will be omitted from relevant notations when no ambiguity is incurred.

### III. Asymptotic System Capacity and Scheduling Gain as $K$ Goes to Infinity while $M$ Keeps Fixed

In this section, we will examine $\lim_{K \to \infty} \bar{S}(K, M)$ with $M$ fixed. As a motivation, we first introduce the following lemma from [11][12].

**Lemma 1:** Let $X_1, \ldots, X_K$ be i.i.d. random variables with CDF $F(x)$, with $\Omega(F) = \sup\{x : F(x) < 1\}$. Suppose there is a real number $x_i$ such that for all $x_i \leq x < \Omega(F)$, $f(x) = F'(x)$ and $F''(x)$ exist and $f(x) \neq 0$. Define the growth function

$$g(x) = \frac{1 - F(x)}{f(x)}. \tag{6}$$

If $\lim_{x \to \Omega(F)} g(x) = c \geq 0$, the following standardized extreme converges in distribution as

$$\max_{1 \leq k \leq K} \frac{X_k - b_k}{a_k} \xrightarrow{D} \Lambda(x) = \exp(-e^{-x}), \tag{7}$$

with

$$b_k = F^{-1}(1 - 1/K) \text{ and } a_k = (Kf(b_k))^{-1}. \tag{8}$$
Remark: From (6) and (8), we can find a connection between the growth function and $a_k$, i.e.,

$$g(b_k) = \frac{1 - F(b_k)}{f(b_k)} = a_k$$

therefore if $\lim_{x \to \Omega(F)} g(x) = c \geq 0$, we can obtain $\lim_{k \to \infty} a_k = c \geq 0$. Thus the result of (7) indicates that $\max_{1 \leq k \leq K} X_k$ “grows like” $b_k$ in a coarse sense [4][9], and is widely used in the study of opportunistic communications involving extreme values and order statistics. This result can actually be strengthened from existing literature [12]: if $c = 0$ (or $\lim_{k \to \infty} a_k = 0$), $\max_{1 \leq k \leq K} X_k - b_k \to 0$ , otherwise $\max_{1 \leq k \leq K} X_k / b_k \to 1$. Nonetheless, our desired outcomes, which are concerned with the convergence of the expected values of functions of $\max_{1 \leq k \leq K} \gamma_k$, require a yet stronger result as stated below.

Our main contributions in this section lie in providing sufficient conditions for this stronger result to hold, and an explicit expression for the corresponding system capacity (and scheduling gain) that is general enough to include many practical scenarios of interest (see (10)).

**Theorem 1:** Let $\gamma_1, \ldots, \gamma_K$ be i.i.d. positive random variables with absolutely continuous CDF $F_\gamma(x)$ and PDF $f_\gamma(x)$, as given in Lemma 1 with $\Omega(F_\gamma) = +\infty$. Define $g_\gamma(x) = \frac{1 - F_\gamma(x)}{f_\gamma(x)}$. If $\lim_{x \to +\infty} g_\gamma(x) = c \geq 0$,

$$g_\gamma'(x) = O(1/x^{\delta_1}) \text{ with } \delta_1 > 0, \text{ and } b_\gamma = F_\gamma^{-1}(1 - 1/K) = O\left((\log K)^{\delta_2}\right) \text{ with } 0 < \delta_2 \leq 1,$$

then

$$\lim_{K \to \infty} \left\{ \left( \bar{S}(K, M) - \log(1 + \gamma b_\gamma) \right) \right\} = 0. \quad (9)$$

**Proof:** See Appendix A.3.

According to (9), the system capacity (and scheduling gain) is asymptotically equivalent to $\log(1 + \gamma b_\gamma)$ when given conditions are fulfilled. Note that all these conditions involve only the tail behaviors of the distributions of individual link SNR. In the following, we examine a form of special interest, which is general enough to cover common fading models and spatial diversity schemes.

---

3 In the proof of theorem 1, we generalize Corollary A.1 in [13], as can be seen from Corollary 2 in Appendix A.
Corollary 1: If \( f_\gamma(x) \sim \alpha x^p e^{-qx} \) as \( x \to \infty \) with \( \alpha > 0, \ q > 0, \ 0 < \nu \leq 1 \) and any \( p \), i.e., \( f_\gamma(x) \) is tail equivalent to \( \alpha x^p e^{-qx} \), then \( \lim_{K \to \infty} \left\{ S(K,M) - \log(1 + \gamma, b_k) \right\} = 0 \), where (up to the second-order approximation\(^4\))

\[
b_k = \left( \frac{1}{q} \log \gamma K \right)^{1/v} + \frac{p + 1 - v}{q v^2} \frac{\log \gamma K}{q^{(v-1)/v}},
\]

with \( \tau = \frac{\alpha}{q^v} \).

**Proof:** See Appendix B.

Remark: The parameter \( \alpha \) only appears in \( \tau \), which is typically not important in large \( K \) analysis. In general, a smaller \( \nu \) and \( q \) indicate a better system performance, as seen from the first term of (10). A larger \( p \) also helps, though only at the second-order sense.

In the remaining part of this section, we demonstrate the applications of our results, Theorem 1 and Corollary 1, through some representative systems jointly exploiting spatial diversity and multiuser diversity (see Section II). As mentioned before, we assume Raleigh fading for simplicity. The key step lies in examining the tail behavior of the PDF of the corresponding effective link SNR. Once it is verified to take the form given in Corollary 1, we can readily conclude that the corresponding asymptotic system capacity (and scheduling gain) is given by \( \log(1 + \gamma, b_k) \), with \( b_k \) given by (10).

**STBC/MRC**

Without loss of generality, we assume that the adopted space-time block coding scheme achieves the full diversity and rate\(^5\) and the transmit power is equally allocated among the transmit antennas \([8][9]\). In this case, the normalized effective link SNR for a generic user is given by \( \gamma = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} |h_{i,j}|^2 \), whose PDF admits:

\(^4\) We define the first order approximation when truncated at \( \log K \), and the second order approximation when truncated at \( \log \log K \).

\(^5\) Rigorously speaking, the capacity should be scaled by the coding rate.
\begin{align}
\psi_{\gamma}^{STBC/MRC}(x) &= \frac{M^{MN}}{(MN-1)!} x^{MN-1} e^{-Mx}, x \geq 0. 
\end{align}

Clearly Corollary 1 holds with
\[
\alpha = \frac{M^{MN}}{(MN-1)!}, p = MN-1, q = M, \text{ and } \nu = 1.
\]

So the corresponding asymptotic system capacity is given by
\[
\log \left(1 + \gamma \psi_{\gamma}^{STBC/MRC} \right)
\]
with
\[
\psi_{\gamma}^{STBC/MRC} = \frac{1}{M} \left( \log \frac{M^{MN-1}}{(MN-1)!} K + (MN-1) \log \log \frac{M^{MN-1}}{(MN-1)!} K \right) + O(\log \log \log K). 
\]

**SC/SC**

In this spatial diversity scheme, both the user and the base station choose one optimal antenna such that the resultant channel gain is maximized [15]. Thus the normalized effective link SNR at the receiver is
\[
\gamma = \max_{1 \leq i, j \leq M} \left| h_{i,j} \right|^2,
\]
whose PDF can be easily obtained as
\begin{align}
\psi_{\gamma}^{SC/SC}(x) &= MNe^{-x} (1 - e^{-x})^{MN-1}, x \geq 0. 
\end{align}

The PDF in (13) is tail equivalent to \( MN e^{-x} \). Again Corollary 1 holds with
\[
\alpha = MN, p = 0, q = 1, \text{ and } \nu = 1.
\]

So the corresponding asymptotic system capacity is given by
\[
\log \left(1 + \gamma \psi_{\gamma}^{SC/SC} \right)
\]
with
\[
\psi_{\gamma}^{SC/SC} = \log \left( MNK \right) .
\]

**MRT/MRC**

In the MIMO MRT/MRC system, the unit-norm principal right singular vector corresponding to the largest singular value \( \sigma_{\max} \) of channel matrix \( H \), \( w_r \in \mathbb{C}^{M \times 1} \) is applied to the transmitted data at the base station, and at the receiver side the corresponding left singular vector \( w_z \in \mathbb{C}^{N \times 1} \) is employed [16][18].

The CDF of \( \gamma = \lambda_{\max}^2 (HH^H) = \sigma_{\max}^2 (H) \) is given by [19][20]
\begin{align}
F_{\gamma}^{MRT/MRC}(x) &= \frac{\left| \Psi_{\gamma}(x) \right|}{\prod_{k=1}^{s} \Gamma(t-k+1) \Gamma(s-k+1)}, x \geq 0, 
\end{align}

\[6\text{ This is one rare accurate expression. Note that in this case, the growth in transmit and receive antennas can be equivalently seen as an increase in the number of users (due to the i.i.d. assumptions).} \]
where \( s = \min(M,N) \), \( t = \max(M,N) \), and \( \Psi_{x}(x) \) is an \( s \times s \) Hankel matrix function with the \((i,j)\)th entry given by \( \{\Psi_{x}(x)\}_{i,j} = \gamma(t-s+i+j-1,x) \), for \( i, j = 1, 2, \ldots, s \). Here \( \gamma(a,\beta) \) is the incomplete Gamma function defined as \( \gamma(a,\beta) = \int_{0}^{a} e^{-t^{-1}}dt \), and \( \Gamma(a) \) is the Gamma function defined as \( \Gamma(a) = \gamma(a,+\infty) = \int_{0}^{+\infty} e^{-t^{-1}}dt \). The PDF of \( \gamma \) can be derived as

\[
f_{\gamma}^{\text{MRT/MRC}}(x) = F_{\gamma}^{\text{MRT/MRC}}(x) \text{tr}(\Psi_{x}(x)\Phi_{e}(x)), x \in (0,+\infty),
\]

where \( \Phi_{e}(x) \) is an \( s \times s \) matrix whose \((i,j)\)th entry is given by \( \{\Phi_{e}(x)\}_{i,j} = x^{-i+j-1}e^{-x} \), and \( \text{tr}(\cdot) \) denotes the trace operation.

Though the PDF (16) is rather involved, fortunately we are only concerned with its tail behavior, as dictated by the following lemma.

**Lemma 2:** \( f_{\gamma}^{\text{MRT/MRC}}(x) \) is tail equivalent to \( \frac{1}{(M-1)!(N-1)!}e^{-x}x^{M+N-2} \).

**Proof:** See Appendix C.

Therefore Corollary 1 holds with

\[
\alpha = \frac{1}{(M-1)!(N-1)!}, p = M+N-2, q = 1, \text{and } \nu=1.
\]

So the corresponding asymptotic system capacity is given by \( \log\left(1 + \gamma b_{k}^{\text{MRT/MRC}}\right) \) with

\[
b_{k}^{\text{MRT/MRC}} = \log \frac{1}{(M-1)!(N-1)!}K + (M+N-2) \log \log \frac{1}{(M-1)!(N-1)!}K + O(\log \log \log K).
\]

Some interesting observations are readily in order. For all the above three schemes we have \( \nu=1 \), which simplifies the expressions. From (12), we can observe a tradeoff between spatial diversity and multiuser diversity for an open-loop spatial diversity system (the factor of \( 1/M \) has a negative role in \( b_{k}^{\text{STBC/MRC}} \), which directly determines the asymptotic system capacity \( \bar{S}(K,M) \)). Here we give a more rigorous proof and reveal how the ultimate capacity is related to \( M \) and \( N \). For example, our result does show the positive role of the number of receive antennas \( N \), though in a second-order sense, which is not clear from previous results in literature. It is also observed that the detrimental effect of multiple transmit
antennas can be avoided with the closed-loop spatial diversity schemes, as seen in (14) and (17)\. And also from (14) and (17), we can infer that for the general hybrid selection combining schemes, the scaling laws should only have differences in the second order approximations. Numerical results in Fig. 1 verify that \( \log(1 + \gamma_b) \) is a good approximation for the average capacity of the STBC/MRC, SC/SC and MRT/MRC systems using the opportunistic scheduler.

Note that Theorem 1 and Corollary 1 can potentially address a larger class of problems with respect to system and channel characteristics than what are presented here. Clearly the more general Nakagami-m distribution takes the form given in Corollary 1. For the Log-normal fading, the transformation \( y = \log \gamma \) results in a normal distributed random variable. Ricean fading admits the following distribution

\[
f_X(x) = \frac{1}{2\sigma^2} \exp \left( -\frac{x + s^2}{2\sigma^2} \right) I_0 \left( \frac{\sqrt{xs}}{\sigma} \right) - \frac{1}{2\sigma} \frac{1}{\sqrt{2\pi}x} (s^2 x)^{-1/4} \exp \left( -\left( \frac{\sqrt{x} - s}{2\sigma^2} \right)^2 \right),
\]

where \( s > 0 \) is the amplitude of the line-of-sight component, \( I_n(x) \) is the \( n \)th-order modified Bessel function of the first kind, and the tail-equivalence is due to the fact that for fixed \( n \), \( I_n(x) \sim \frac{e^x}{\sqrt{2\pi x}} \). As an example, we can show that for i.i.d. Ricean fading, SC/SC admits

\[
b_{K,Ricean}^{SC/SC} = \left( s + \sqrt{2\sigma^2 \log \left( \frac{KMN\sigma}{\sqrt{2\pi s}} \right)} - \frac{\sigma^2}{4} \frac{\log \log \frac{KMN\sigma}{\sqrt{2\pi s}}}{\sqrt{2\sigma^2 \log \left( \frac{KMN}{\sqrt{2\pi s}} \right)}} \right)^2
\]

with an application of Corollary 1.

As seen from above, scheduling gain \( G(K,M) \) is an asymptotically increasing function of \( K \). In the next section, we will show that \( G(K,M) \) asymptotically decreases with \( M \), no matter for open-loop or closed-loop spatial diversity systems.

\[\text{Note that the coefficients of } K \text{ inside the log functions are not important when } K \text{ becomes large. In this sense, multiple antennas even help for the MRT/MRC scheme.}\]
IV. Asymptotic Scheduling Gain as $M$ Goes to Infinity while $K$ Keeps Fixed

In this section, we will examine $\lim_{M \to \infty} G(K,M) = \lim_{M \to \infty} \left( \overline{S}(K,M) - \overline{R}(M) \right)$ with $K$ fixed, which complements the study in Section III. The scenario when both $M$ and $K$ go to infinity will be discussed in Section V. We focus on the scenario that $N \to \infty$ as well, with $r = N / M$ fixed. However, all results apply to the case of fixed $N$ as well, with $r$ taken as 0 when applicable. The following theorem summarizes the main result in this scenario.

**Theorem 2:** Let $\mu_M$ and $\sigma_M$ be the mean and standard deviation of the normalized effective SNR $\gamma_M$ for each individual link. If $\lim_{M \to \infty} \frac{\sigma_M}{\mu_M} = 0$, then $\lim_{M \to \infty} \left( \frac{\overline{R}(M)}{\mu_M} \right) = 1$ and $\lim_{M \to \infty} G(K,M) = 0$ when $K$ keeps fixed. Furthermore, if we have $\left\{ \log \frac{\gamma_M}{\mu_M} I_{(0,1)} \left( \frac{\gamma_M}{\mu_M} \right) \right\}$ uniformly integrable, then

$$\lim_{M \to \infty} \{ \overline{R}(M) - \log(1 + \gamma_M) \} = 0,$$

and $\lim_{M \to \infty} G(K,M) = 0$ when $K$ keeps fixed.

**Proof:** See Appendix D.

**Remark:** As shown in the proof, $\lim_{M \to \infty} \frac{\sigma_M}{\mu_M} = 0$ leads to the conclusion that $\frac{\gamma_M}{\mu_M}$ converges to 1 in 2nd mean (mean square). It is relatively straightforward to show that $\log(1 + \frac{\gamma_M}{\mu_M}) \to \log 2$ as $\frac{\gamma_M}{\mu_M}$ is always positive and $\log(1 + x)$ grows slower than $x$ in $(0, \infty)$. The difficulty with $\log(1 + x)$ occurs when the argument falls on $(0,1)$, which necessitates the condition of uniform integrability. Also, according to (63) of Appendix D, we can see that $\frac{\sigma_M}{\mu_M}$ can be roughly used as a parameter to measure the scheduling gain.

In the following, we apply Theorem 2 on three representative systems. The key steps lie in showing $\lim_{M \to \infty} \frac{\sigma_M}{\mu_M} = 0$ and the uniform integrability of $\left\{ \log \frac{\gamma_M}{\mu_M} I_{(0,1)} \left( \frac{\gamma_M}{\mu_M} \right) \right\}$. Similar to Section III, the cases of STBC/MRC and SC/SC are relatively easy, while things become much more involved with MRT/MRC.

---

8 We use subscript $M$ to explicitly denote the dependence of corresponding quantities on $M$.

9 $I_A(\cdot)$ is the indicator function on the set $A$, i.e. $I_A(\omega) = \begin{cases} 1 & \text{if } \omega \in A \\ 0 & \text{if } \omega \notin A. \end{cases}$
**STBC/MRC**

In this case, the PDF of $\gamma_M^{STBC/MRC}$ is given in (11), from which it’s straightforward to obtain

$$\mu_M^{STBC/MRC} = N = rM \quad \text{and} \quad \sigma_M^{STBC/MRC} = \sqrt{N/M} = \sqrt{r}.$$ Clearly we have

$$\lim_{M \to \infty} \frac{\sigma_M^{STBC/MRC}}{\mu_M^{STBC/MRC}} = \lim_{M \to \infty} \frac{1}{\sqrt{rM}} = 0. \quad (20)$$

The PDF of $X_M^{STBC/MRC} = \gamma_M^{STBC/MRC}/\mu_M^{STBC/MRC}$ is given by

$$f_M^{STBC/MRC}(x) = \frac{MN}{(MN-1)!} x^{MN-1} e^{-x} \leq Cx, \text{ when } x < 1, \quad (21)$$

where $C$ is a positive constant, and we can bound the coefficient due to Stirling’s formula. Clearly,

$$\{\log X_M^{STBC/MRC} I_{(0,1)}(X_M^{STBC/MRC})\} \text{ is uniformly integrable. So}
\lim_{M \to \infty} \left\{ R^{STBC/MRC} (M) - \log (1 + \gamma_M rM) \right\} = 0, \text{ and } \lim_{M \to \infty} G^{STBC/MRC} (K, M) = 0 \quad (22)$$

with $K$ fixed.

**SC/SC**

In this case it’s easy to obtain

$$\mu_M^{SC/SC} = \sum_{i=1}^{MN} \frac{1}{i} \to \log(MN) + C_0 \quad \text{and} \quad \sigma_M^{SC/SC} = \sqrt{\sum_{i=1}^{MN} \frac{1}{i^2}} \to \sqrt{\frac{\pi^2}{6}} \text{ as } M \to \infty,$$

where $C_0$ is the Euler’s constant (see page 298 of [11]). Then we have

$$\lim_{M \to \infty} \frac{\sigma_M^{SC/SC}}{\mu_M^{SC/SC}} = \lim_{M \to \infty} \frac{1}{\log(MN)} = 0. \quad (23)$$

When $M \to \infty$, the single-link SC/SC is equivalent to the corresponding multiuser scheduling scenario when $K \to \infty$. Results in Section III can be directly applied to get for fixed $K$

$$\lim_{M \to \infty} \left\{ R^{SC/SC} (M) - \log (1 + \gamma, \log(MN)) \right\} = 0, \text{ and } \lim_{M \to \infty} G^{SC/SC} (K, M) = 0. \quad (24)$$

**MRT/MRC**

The calculation for the MRT/MRC case is more difficult. The closed-form expressions for the $\mu_M^{MRT/MRC}$ and $\sigma_M^{MRT/MRC}$ are unknown. In the asymptotic scenario, it is known that [22]

$$\frac{1}{M} \lambda_{\text{max}} \overset{a.s.}{\to} (1 + \sqrt{r})^2. \quad (25)$$
But surprisingly, \( \lim_{M \to \infty} \frac{1}{M} \mu_M^{\text{MRT/MRC}} = \lim_{M \to \infty} E \left( \frac{1}{M} \lambda_{\text{max}} \right) \) remains open in literature, which is solved here through the following lemma.

**Lemma 3**: Let \( \mathbf{H} \) be an \( N \times M \) matrix with i.i.d. complex entries with \( E(h_{ij}) = 0, \ E(|h_{ij}|^2) = 1 \), and \( E(|h_{ij}|^4) < \infty \). Define \( \lambda_{\text{max}} \left( \frac{1}{M} \mathbf{H} \mathbf{H}^H \right) = \left\| \frac{1}{\sqrt{M}} \mathbf{H} \right\|_{10}^2 \). Then

\[
\lim_{M \to \infty} E \left( \lambda_{\text{max}} \left( \frac{1}{M} \mathbf{H} \mathbf{H}^H \right) \right) = (1 + \sqrt{r})^2 \quad \text{and} \quad \lim_{M \to \infty} \sigma \left( \lambda_{\text{max}} \left( \frac{1}{M} \mathbf{H} \mathbf{H}^H \right) \right) = 0, \quad r = \lim_{M,N \to \infty} \frac{N}{M}.
\]

(26)

**Proof**: See Appendix E.

**Remark**: A more important conclusion from Lemma 3 is that

\[
\lim_{M \to \infty} \frac{\sigma^{\text{MRT/MRC}}}{\mu^{\text{MRT/MRC}}} = 0.
\]

(27)

The uniform integrability of \( \left\{ \log X_M^{\text{MRT/MRC}} I_{(0,1)} \left( X_M^{\text{MRT/MRC}} \right) \right\} \) is already verified in Proposition 4.2 of [24]. Therefore, for fixed \( K \),

\[
\lim_{M \to \infty} \left( R^{\text{MRT/MRC}} (M) - \log \left( 1 + \gamma (1 + \sqrt{r})^2 M \right) \right) = 0, \quad \text{and} \quad \lim_{M \to \infty} G^{\text{MRT/MRC}} (K, M) = 0.
\]

(28)

Theorem 2 and the above examples indicate that, given the number of users, the scheduling gain will diminish when the number of antennas goes to infinity, if the mean of the link SNR grows at a higher-order rate than its variance. Intuitively, the mean corresponds to what we obtain through round-robin scheduling, while the variance really contributes to the scheduling gain. This is reminiscent of the multiple-antenna channel hardening effect studied in [25]. Therefore, multiuser scheduling is not worthwhile in an antenna-dominant environment. It is also interesting to see the difference in for different diversity techniques. For STBC/MRC, it achieves a constant unless the number of receive antennas \( N \) also grows with \( M \). For SC/SC, it grows like \( \log \log M \), but less impressive than that achieved by MRT/MRC, \( \log M \). Numerical results in Fig. 2 indicate a good match between the

\[\text{10} \quad \| \cdot \| \text{ is the induced spectral norm on matrix, denoting the largest singular value.}\]

\[\text{11} \quad \text{As we mentioned, the results in (22), (24) and (28) hold for large } M \text{ and fixed } N \text{ as well. In this case, } r \text{ in (22) should be replaced with } N, \text{ and } r \text{ in (28) taken as 0.}\]
simulation results $\bar{R}(M)$ and the approximation results $\log(1 + \gamma, \mu_M)$ for the above three cases as $M$ grows. Figure 3 verifies through simulations that the scheduling gain will diminish as the number of antennas grows for both the open-loop and closed-loop spatial diversity schemes. Furthermore, based on the above discussion\(^\text{12}\) we roughly have \(\frac{\sigma_{M}^{\text{SC}/\text{SC}}}{\mu_M^{\text{SC}/\text{SC}}} \sim \frac{1}{\log M}\), \(\frac{\sigma_{M}^{\text{STBC}/\text{MRC}}}{\mu_M^{\text{STBC}/\text{MRC}}} \sim \frac{1}{M}\), and \(\frac{\sigma_{M}^{\text{MRT}/\text{MRC}}}{\mu_M^{\text{MRT}/\text{MRC}}} \sim \frac{1}{M^{2/3}}\), which intuitively explains the different decay rates shown in Fig. 3. The analysis on the mean and variance will also be useful for the discussion in the following section.

V. Scheduling Gain When both $M$ and $K$ Go to Infinity

In the previous two sections we have given rigorous asymptotic results when either $M$ or $K$ grows. An interesting question naturally arises: when both the number of users and antennas are allowed to grow simultaneously, how will $G(K, M)$ behave? Intuitively, this depends on the relative growth rate of $M$ and $K$\(^\text{13}\). Our goal is to find a critical point $K = O(f(M))$, only beyond which multiuser scheduling is meaningful.

We again facilitate the study through asymptotic analysis. Since the number of antennas also grows to infinity, the results derived in Section III do not apply directly. Let $\gamma(k, M)$ be the effective link SNR for the $k$th user. Following the idea introduced in Lemma 1 (see (7)), we can also introduce two norming constants $p_M$ and $q_M$ to form $\frac{\gamma(k, M) - q_M}{p_M}$, whose distribution is asymptotically independent of $M$ as $M \to \infty$, i.e., $\frac{\gamma(k, M) - q_M}{p_M} \xrightarrow{D} w_k$ for some random variable $w_k$. Desirably, the PDF of $w_k$ takes the form given in Corollary 1. Then we can apply the results in Section III to obtain the scaling law for $\max\{w_k\}^K_{k=1}$, denoted as $b_k$, which leads us to approximate the scaling law for $\max\{\gamma(k, M)\}^K_{k=1}$ by $q_M + p_M b_k$ when both $M$ and $K$ grow. Finally combining this result with Theorem 2, we can approximate the asymptotic

---

\(^{12}\) For MRT/MRC, as will be seen in (32) and (33), we can roughly consider $\sigma_M^{\text{MRT}/\text{MRC}} \sim M^{1/3}$.

\(^{13}\) A similar study is conducted in [13] for spatial multiplexing systems to guarantee that the system throughput can still scale linearly with $M$. 

15
scheduling gain as $\log\left(\frac{q_M + p_M b_k}{\mu_M}\right)$. As will be seen, most often $q_M = \mu_M$; our approach thus nicely combine the effect of multiple antennas ($p_M$ and $q_M$ (or $\mu_M$)) and multiple users ($b_k$) for convenience of analysis. Now the problem boils down to the determination of the dominant factor between the two. Note that such approach was also taken in the relevant study of [25], where MIMO capacity is shown to be asymptotically Gaussian when the number of antennas grows.

In the following, we demonstrate this approach through examining the asymptotic scheduling gain for STBC/MRC, SC/SC and MRT/MRC when both the number of antennas and users go to infinity, with $r = N/M$ fixed. The case of fixed $N$ follows the same line and will also be briefly discussed in Appendix F.

**STBC/MRC**

Choose $p_M = \sqrt{N/M} = \sqrt{r}$ and $q_M = \mu_M = N = rM$. By Central Limit Theorem, we can get

$$\frac{\gamma(k,M) - q_M}{p_M} \overset{d}{\to} w_k,$$

whose PDF is the standard normal distribution function $\frac{1}{\sqrt{2\pi}}e^{-\frac{x^2}{2}}$. From Corollary 1, we can obtain $b_k \sim \sqrt{2\log K}$. According to our approach the asymptotic scheduling gain is given by $\log\left(1 + \frac{\sqrt{2r \log K}}{rM}\right)$, which admits

$$G_{STBC/MRC}^{STBC/MRC}(K,M) \to \begin{cases} 
0, & \text{when } \log K = o(M^2) \\
c, & \text{when } \log K = O(M^2) \\
+\infty, & \text{when } \log K = o(M^2). 
\end{cases} \quad (29)$$

**SC/SC**

According to the results in Section III, we know if we choose $q_M = \log(MN) \sim \mu_M$, $p_M = 1$, then

$$\gamma(k,M) - q_M \overset{d}{\to} w_k,$$

whose CDF is $\exp(-e^{-x})$. We can then obtain $b_k \sim \log K$ through Corollary 1 and the asymptotic scheduling gain is given by $\log\left(1 + \frac{\log K}{\log(rM^2)}\right)$. Therefore
\[ G^{SC/SC}(K,M) \rightarrow \begin{cases} 
0, & \text{when } \log K = o(\log M) \\
c, & \text{when } \log K = O(\log M) \\
+\infty, & \text{when } \log K = \omega(\log M). 
\end{cases} \tag{30} \]

**MRT/MRC**

In this scenario, the norming constants \( p_M \) and \( q_M \) have already been obtained in [26] as

\[ q_M = \left( \sqrt{M} + \sqrt{N} \right)^2 = M \left( 1 + \sqrt{r} \right)^2 \sim \mu_M, \tag{31} \]

\[ p_M = \left( \sqrt{M} + \sqrt{N} \right) \left( \frac{1}{\sqrt{M}} + \frac{1}{\sqrt{N}} \right)^{1/3} = M^{1/3} \left( 1 + \sqrt{r} \right)^{4/3} \sqrt{r}. \tag{32} \]

Further

\[ \frac{\gamma(k,M) - q_M}{p_M} \xrightarrow{D} w_k, \tag{33} \]

where \( w_k \) is a random variable whose distribution follows the Tracy-Widom law of order 2. This distribution is defined by

\[ F_s = \exp \left\{ \int_s^\infty (x-s)q^2(x)dx \right\}, s \in \Re, \tag{34} \]

where \( q(x) \) solves the nonlinear Painleve II differential equation

\[ q''(x) = 2q^3(x) + xq(x), \tag{35} \]

and \( q(x) \sim 2^{-1} \pi^{-1/2} e^{-2/x^2}, \) as \( x \to \infty. \) From (34), we can obtain

\[ f_2(s) = dF_2(s)/ds = F_2(s) \cdot \int_s^\infty q^2(x)dx \sim \int_s^\infty q^2(x)dx \sim (8\pi s)^{-1} e^{-4/s^2}. \tag{36} \]

We can check that \( f_2(x) \) given in (36) satisfies the necessary conditions given in Corollary 1, which leads to \( b_k \sim (\log K)^{2/3}. \) The asymptotic scheduling gain is thus given by

\[ \log \left( 1 + \left( \frac{\log K}{M} \right)^{2/3} \right) \]

and

\[ G^{MRT/MRC}(K,M) \rightarrow \begin{cases} 
0, & \text{when } \log K = o(M) \\
c, & \text{when } \log K = O(M) \\
+\infty, & \text{when } \log K = \omega(M). \tag{37} \end{cases} \]

From (29), (30) and (37), we can observe that for STBC/MRC, \( K \) should at least grow like \( e^{M^2} \) to maintain the scheduling gain, while for SC/SC and MRT/MRC, \( K \) should grow at least as fast as
and $e^M$, respectively. To verify the above results (when both $M$ and $N$ are large), we consider two relative growth rate between $K$ and $M$, with $N/M = 1$. First, we assume $K = M$ in Fig. 4, which shows that the scheduling gain for SC/SC has a tendency towards saturation; while for MRT/MRC and STBC/MRC, the scheduling gain asymptotically decreases. Then in Fig. 5, we assume $K = e^M$, which shows the scheduling gain for MRT/MRC almost saturates as $M$ grows, while scheduling gain asymptotically increases for SC/SC and decreases for STBC/MRC. Due to the computation constraint, it’s difficult to simulate the scenario $K = e^{M^2}$, but our results already show that for STBC/MRC, much more users are required to make opportunistic scheduling beneficial.

One of the interesting observations from this section is that, when the number of antennas grows, generally we need even greater (sometimes exponentially greater) users to maintain the scheduling gain.

**VI. Conclusions**

In this paper, we present asymptotic analysis on the interaction between spatial diversity and multiuser diversity in wireless networks. Rigorous proofs and necessarily stronger results in terms of convergence are provided for some intuitions in this area. Equally important, explicit expressions of scheduling gain and average system capacity in various scenarios that reveal inter-connections and fundamental tradeoffs among key system parameters are given, which afford us some insights in system design.

A point worth noting here is that, asymptotic analysis with respect to the number of users $K$, rooted from order statistics and extreme-value theory, focuses on the tail behavior of relevant distributions and may raise concerns on practical feasibility. However, this approach is by far still the most effective one for theoretical analysis on multiuser diversity, valuable at least in the following two aspects: 1) just as large $M$ analysis, it provides good approximations in practice when $K$ is large (though with slower convergence as compared to asymptotes in $M$); 2) it facilitates the study on the interplay between multiple antennas and multiple users. Also note that our results potentially allow the exploitation of other forms of channel distributions and system models.

Our future work includes study of the interaction between spatial diversity and multiuser diversity in a correlated fading scenario, and extension to the situations when users’ channels are heterogeneous,
together with the associated fairness issues. The interaction of multiuser diversity and the diversity-multiplexing tradeoff in MIMO systems also deserves further study.
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Appendix A: Proof of Theorem 1

A.1. Preliminary:

In order to prove Theorem 1, we first provide some preliminary results in [14] in Lemma 4. Based on this lemma, Corollary 2 follows, which is key to deriving a tight lower bound for \( \overline{S}(K, M) \).

**Lemma 4:** Let \( X_1, \ldots, X_K \) be i.i.d. random variables as given in Lemma 1. If \( \lim_{x \to \infty} g(x) = c \geq 0 \), then the asymptotic expansion of \( \log[\log \overline{F}_K(b_k + xg(b_k))] \) at \( b_k \) is given by

\[
\log[\log \overline{F}_K(b_k + xg(b_k))] = -x + \frac{x^2}{2} g'(b_k) + \frac{x^3}{3!} \left[ g(b_k) g''(b_k) - 2(g'(b_k))^2 \right] + \ldots + \left( \frac{e^{-x} + \ldots + 5e^{-2x} + \ldots + \frac{1}{8K^3}e^{-3x} + \ldots}{2K} \right),
\]

where \( b_k = F^{-1}(1 - 1/K) \). Furthermore if \( \lim_{K \to \infty} K \cdot g'(b_k) = \infty \), the terms in the last group of (38) starting with the term \( e^{-x}/2K \) are negligibly small compared to the terms in the first group, i.e.,

\[
\log[\log \overline{F}_K(b_k + xg(b_k))] \sim -x + \frac{x^2}{2} g'(b_k) + \frac{x^3}{3!} \left[ g(b_k) g''(b_k) - 2(g'(b_k))^2 \right] + \ldots \Rightarrow (39).
\]

**Corollary 2:** Let \( X_1, \ldots, X_K \) be i.i.d. random variables as given in Lemma 1. If \( \lim_{x \to \infty} g(x) = c \geq 0 \), \( g'(x) = O(1/x^{\delta}) \) with \( \delta > 0 \), and \( b_k = O\left((\log K)^{\delta}\right) \) with \( 0 < \delta \leq 1 \), then there exists a \( \kappa > 0 \), such that

\[
P\left\{-\kappa \log \log K \leq \max_{1 \leq k \leq K} X_k - b_k \leq \kappa \log \log K \right\} \geq 1 - O\left(\frac{1}{\log K}\right).
\]

**Remark:** First we can check that \( \lim_{K \to \infty} K \cdot g'(b_k) = \infty \), therefore (39) holds. The proof follows readily from Lemma 4 with \( x = \log \log K \). This result has slightly generalized Corollary A.1. in [13], where it is assumed that \( c > 0 \) (in this case we can let \( \kappa = c \) ), \( g^{(m)}(x) = O(1/x^n) \) and \( b_k = O(\log K) \).

A.2. Tight Lower Bound for \( \overline{S}(K, M) \)

Apply an extension of Markov’s inequality, we have (for sufficiently large \( K \))

\[
\overline{S}(K, M) = E\left[\log \left(1 + \gamma_{\max_{1 \leq k \leq K} \gamma_k}\right)\right] \geq P\left[\max_{1 \leq k \leq K} \gamma_k \geq b_k - \kappa \log \log K\right] \times \log \left(1 + \gamma_{\max_{1 \leq k \leq K} \gamma_k - \kappa \log \log K}\right)
\]  
\[
\geq \left(1 - O\left(\frac{1}{\log K}\right)\right) \times \log \left(1 + \gamma_{\max_{1 \leq k \leq K} \gamma_k - \kappa \log \log K}\right) \geq \log \left(1 + \gamma b_k - o(1)\right),
\]

(41)
where the second inequality follows from Corollary 2, and the last one follows from $b_k = O\left((\log K)^{\delta_2}\right)$ with $0 < \delta_2 \leq 1$.

### A.3. Tight Upper Bound for $\bar{S}(K, M)$

As a final step, we provide an upper bounded for $\bar{S}(K, M)$, which coincides with the lower bound asymptotically. Let $S(K, M) = \log\left(1 + \gamma_i \max_{1 \leq k \leq K} \gamma_k\right)$, which is positive with probability 1, then [21]

$$
\bar{S}(K, M) = \int_0^x P(S(K, M) > x)dx = \int_0^{\log(1+\gamma_i b_k)} P(S(K, M) > x)dx + \int_{\log(1+\gamma_i b_k)}^x P(S(K, M) > x)dx
$$

$$
\leq \log(1+\gamma_i b_k) + \int_{\log(1+\gamma_i b_k)}^x P(S(K, M) > x)dx.
$$

(42)

In the following, we show that the second term above diminishes as $K \to \infty$. First note

$$
P(S(K, M) > x) = 1 - P(S(K, M) \leq x) = 1 - F_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right).
$$

(43)

Since $\lim_{x \to \infty} \frac{1 - F_{\gamma_i}(x)}{f_{\gamma_i}(x)} = c \geq 0$, we can find positive constants $c_2$ and $x_0$, such that $1 - F_{\gamma_i}(x) < c_2 f_{\gamma_i}(x)$, when $x > x_0$. Thus for sufficiently large $x$ we have

$$
1 - F_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right) = \left(1 - F_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right)\right) + \left(1 + F_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right)\right) + \ldots + \left(1 + F_{\gamma_i}^{K-1}\left(\frac{e^x - 1}{\gamma_i}\right)\right) \leq K c_2 f_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right).
$$

(44)

Therefore for sufficiently large $K$ and $b_k = O\left((\log K)^{\delta_2}\right)$,

$$
\int_{\log(1+\gamma_i b_k)}^x P(S(K, M) > x)dx \leq \int_{\log(1+\gamma_i b_k)}^x K c_2 f_{\gamma_i}\left(\frac{e^x - 1}{\gamma_i}\right)dx = \int_{b_k}^{\infty} K c_2 f_{\gamma_i}\left(\frac{x}{1+xy}\right)dx
$$

$$
\leq K \frac{c_2 y_{\gamma_i}}{1+\gamma_i b_k} \int_{b_k}^{\infty} f(x)dx = \frac{K c_2 y_{\gamma_i}}{1+\gamma_i b_k} (1 - F(b_k)) = O\left(\frac{1}{(\log K)^{\delta_2}}\right),
$$

(45)

where the last equality uses the fact $(1 - F(b_k)) = 1/K$.

Based on (41), (42) and (45) we can conclude

$$
\lim_{K \to \infty} \left\{ E\left(\log\left(1 + \gamma_i \max_{1 \leq k \leq K} \gamma_k\right)\right) - \log(1 + \gamma_i b_k) \right\} = 0.
$$

(46)
Appendix B: Proof of Corollary 1

First we can check that

\[ \lim_{x \to \infty} \left( qvx^{\gamma} - 1 - F_{\gamma}(x) \right) = 0, \tag{47} \]

when \( f_{\gamma}(x) \sim \alpha x^{\nu} e^{-q^{\nu}} \). This leads to the conclusion that \( \lim_{x \to \infty} g_{\gamma}(x) = c \geq 0 \) (\( c = 0 \) when \( \nu > 1 \)), and \( g_{\gamma}'(x) = O\left(1/x^{\nu}\right)\), therefore by Theorem 1, we are left to verify (10).

It can also be referred from (47) that \( \lim_{x \to \infty} \frac{1 - F_{\gamma}(x)}{\phi(x)} = 1 \), where \( \phi(x) = \alpha x^{p+q+1-q} / q \). Therefore, we only need to solve \( \phi(b_{\gamma}) = 1/K \), i.e.,

\[ b_{\gamma} = \frac{1}{q} \log \frac{K\alpha + p + 1 - q}{q} \log b_{\gamma}. \tag{48} \]

Assume \( \tau = \frac{\alpha}{q} \), the first order approximation for \( b_{\gamma} \) is readily given by \( \left(\frac{1}{q} \log \tau K\right)^{1/v} \). To obtain the second order approximation, we just replace \( b_{\gamma} \) on the right hand side of (48) with \( \left(\frac{1}{q} \log \tau K\right)^{1/v} \) to get

\[ b_{\gamma}' = \frac{1}{q} \log \tau K + \frac{p + 1 - q}{q} \log \log \tau K, \tag{49} \]

which leads to

\[ b_{\gamma} = \left(\frac{1}{q} \log \tau K\right)^{1/v} \left(1 + \frac{p + 1 - q}{q} \log \log \tau K\right) \left(\frac{1}{q} \log \tau K\right)^{1/v} = \left(\frac{1}{q} \log \tau K\right)^{1/v} + \frac{p + 1 - q}{q} \log \log \tau K \left(\frac{1}{q} \log \tau K\right)^{(1-1)/v}. \tag{50} \]

Appendix C: Proof of Lemma 2

When \( x \to +\infty \), \( F_{\gamma}^{MRT/MBC}(x) \to 1 \), therefore

\[ F_{\gamma}^{MRT/MBC}(x) \sim \lim_{x \to +\infty} \text{tr}(\Psi^{-1}(x) \Delta x(x)). \tag{51} \]

As \( \lim_{x \to +\infty} \Psi(x) = \gamma(t-s+i+j-1,x) = (t-s+i+j-2)! \), letting \( \lambda = t-s \), we have
\[
\Psi'_c(\infty) = \begin{bmatrix}
\lambda! & \ldots & (\lambda + s-1)!\\
\vdots & \ddots & \vdots \\
(\lambda + s-1)! & \ldots & (\lambda + 2s-2)!
\end{bmatrix}
\] (52)

Meanwhile
\[
\Phi_c(x) = \begin{bmatrix}
x^\lambda e^{-x} & x^{\lambda+1}e^{-x} & \ldots & x^{\lambda+s-1}e^{-x} \\
x^{\lambda+1}e^{-x} & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
x^{\lambda+s+1}e^{-x} & \vdots & \vdots & x^{\lambda+2s-2}e^{-x}
\end{bmatrix} = \begin{bmatrix}
1 & x & \ldots & x^{s-1} \\
x & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
x^{s-1} & \vdots & \vdots & x^{2s-2}
\end{bmatrix} x^\lambda e^{-x}. \] (53)

Therefore
\[
\text{tr}(\Psi^{-1}_c(\infty) \Phi_c(x)) = e^{-x} x^\lambda [a_1 x^{2s-2} + a_2 x^{2s-3} + \ldots + a_{2s-2} x + a_{2s-1}]
= e^{-x} x^{2s-2} [a_1 + O(1/x)],
\] (54)

where the coefficients \(\{a_i\}\) come from linear combinations of elements in \(\Psi^{-1}_c(\infty)\). We are only concerned with the dominant term, whose coefficient can be obtained as follows.

\[
a_i = \prod_{k=1}^{s-1} (t-k-1)(s-k-1)! \\
\prod_{k=1}^{s-1} (t-k)(s-k)! = \frac{1}{(t-1)!(s-1)!} = \frac{1}{(M-1)!(N-1)!}.
\] (55)

### Appendix D: Proof of Theorem 2

Let \(X_M = \gamma_M / \mu_M\), \(\lim_{M \to \infty} \sigma_M = 0\) indicates that \(X_M \to 1\) as \(M \to \infty\).

First we show the weaker conclusion regarding the relative mean capacity and scheduling gain. Fix \(\delta > 0\). By Markov’s inequality, we have
\[
E\left(\log(1+\gamma_M)\right) \geq P\left(X_M \geq (1-\delta)\right) \log(1+\gamma, (1-\delta)\mu_M),
\] (56)

which together with \(X_M \to 1\) leads to
\[
\liminf_{M \to \infty} \frac{E\left(\log(1+\gamma_M)\right)}{\log(1+\gamma, (1-\delta)\mu_M)} \geq \lim_{M \to \infty} P\left(X_M \geq (1-\delta)\right) = 1.
\] (57)

Now we let \(\delta \to 0\) to get
\[
\liminf_{M \to \infty} \frac{E\left(\log(1 + \gamma_M)\right)}{\log(1 + \gamma_M)} \geq 1.
\]

On the other hand, by Jensen’s Inequality
\[
\limsup_{M \to \infty} \frac{E\left(\log(1 + \gamma_M)\right)}{\log(1 + \gamma_M)} \leq 1,
\]
which leads to the first part of the weaker conclusion. For the second part, it is known [11] that
\[
E\left[\gamma'_{\epsilon'}\right] \leq \mu_M + \frac{(K-1)\sigma_M}{\sqrt{2K-1}}.
\]
Using Jensen’s inequality, we have
\[
\tilde{S}(K, M) \leq \log\left(1 + \gamma_t\left(\mu_M + \frac{(K-1)\sigma_M}{\sqrt{2K-1}}\right)\right).
\]
So
\[
0 \leq \lim_{M \to \infty} \frac{G(K, M)}{R(M)} \leq \lim_{M \to \infty} \frac{\log\left(1 + \gamma_t\left(\mu_M + \frac{(K-1)\sigma_M}{\sqrt{2K-1}}\right)\right)}{\log(1 + \gamma_t\mu_M)} - 1 = 0.
\]

We now turn to the proof concerning the absolute mean capacity and scheduling gain. We can write
\[
\log X_M = \log X_M I_{(0,1)}(X_M) + \log X_M I_{[1,\infty)}(X_M) = Y_M^{(1)} + Y_M^{(2)}.
\]
First we have
\[
0 \leq Y_M^{(2)} \leq (X_M - 1)I_{[1,\infty)}(X_M).
\]
Therefore
\[
E\left(Y_M^{(2)}\right) \to 0
\]
since
\[
E\left((X_M - 1)I_{[1,\infty)}(X_M)\right) \leq E\left(|X_M - 1|\right) \to 0
\]
as
\[
M \to \infty.
\]
In order to show that
\[
E\left(Y_M^{(1)}\right) = E\left(\log X_M I_{(0,1)}(X_M)\right) \to 0,
\]
we make the following claim.

Claim 1: If a random variable
\[
X_n \to^p 0
\]
as
\[
n \to \infty,
\]
and
\[
X_n I_E(X_n) \to^p 0
\]
for any event
\[
E,
\]
This claim is easy to verify as
\[
\forall \varepsilon, \quad P\left(|X_n I_E(X_n)| > \varepsilon\right) \leq P\left(|X_n| > \varepsilon\right) \to 0
\]
as
\[
n \to \infty.
\]
Now that
\[
X_M \to^p 1
\]
we have
\[
\log X_M \to^p 0,
\]
as
\[
X_M
\]
is positive and the logarithm function is continuous. By claim 1 we in turn have
\[
\log X_M I_{(0,1)}(X_M) \to^p 0.
\]
This together with the uniform integrability of
\[
\log X_M I_{(0,1)}(X_M)
\]
results in
\[
Y_M^{(1)} \to 0
\]
[21], and it follows that
\[
\lim_{M \to \infty} R(M) = \log\left(1 + \gamma_t\mu_M\right).
\]
Hence
\[
0 \leq \lim_{M \to \infty} G(K, M) = \lim_{M \to \infty} \left(\tilde{S}(K, M) - R(M)\right)
\]
\[
\leq \lim_{M \to \infty} \left(\log\left(1 + \gamma_t\left(\mu_M + \frac{(K-1)\sigma_M}{\sqrt{2K-1}}\right)\right) - \log\left(1 + \gamma_t\mu_M\right)\right) = 0.
\]
Appendix E: Proof of Lemma 3

Define \( B = \frac{1}{M} H H^H \), and \( \lambda_{\text{max}}(B) = \left\| \frac{1}{\sqrt{M}} H \right\|^2 \). Assuming \( b > (1 + \sqrt{r})^2 \), we have

\[
E\left( \lambda_{\text{max}}(B) \right) = E\left( \lambda_{\text{max}}(B) I_{[0,b)} \left( \lambda_{\text{max}}(B) \right) \right) + E\left( \lambda_{\text{max}}(B) I_{(b,\infty)} \left( \lambda_{\text{max}}(B) \right) \right).
\]  

(64)

Using dominated convergence theorem together with Theorem 3.1 of [22], we can obtain

\[
\lim_{M \to \infty} E\left( \lambda_{\text{max}}(B) I_{[0,b)} \left( \lambda_{\text{max}}(B) \right) \right) = \left( 1 + \sqrt{r} \right)^2.
\]  

(65)

The remaining task is to show

\[
\lim_{M \to \infty} E\left( \lambda_{\text{max}}(B) I_{(b,\infty)} \left( \lambda_{\text{max}}(B) \right) \right) = 0.
\]  

(66)

We define two new \( N \times M \) matrices \( Y \) and \( Z \) based on \( H \), with each entry of \( Y \) being \( y_{i,j} = h_{i,j}^t I_{[0,\sqrt{r} \delta]} \left( \left| h_{i,j} \right| \right) \) and each entry of \( Z \) being \( z_{i,j} = h_{i,j}^t I_{[\sqrt{r} \delta, \infty]} \left( \left| h_{i,j} \right| \right) \), where the detailed definition of \( \delta = \delta_M \to 0 \) can be found in [22] (see the proof of Lemma 2.2) and [23] (see the discussion below (1.8)). What we need in this proof is the following two results from [22][23]:

\[
\frac{1}{\delta^2} E\left( \left| h_{i,1} \right|^4 I_{[\sqrt{r} \delta, \infty]} \left( \left| h_{i,1} \right| \right) \right) \to 0 \text{, as } M \to 0,
\]  

(67)

and

\[
\sum_{M=1}^{\infty} E\left( \frac{\lambda_{\text{max}}(B')}{b'} \right)^k < \infty,
\]  

(68)

where \( B' = \frac{1}{M} \left( Y - E \left( y_{1,1} \right) 1_N 1_M^t \right) \left( Y - E \left( y_{1,1} \right) 1_N 1_M^t \right)^H \) (\( 1_s \) is an \( s \times 1 \) column vector with all one entries), \( b' \) is a real number such that \( \left( 1 + \sqrt{r} \right)^2 < b' < b \), and \( k = k_M \) satisfies (4.3) and (4.4) of [22]. Further assume \( B' = \frac{1}{M} ZZ^H \). With these definitions,

\[
E\left( \lambda_{\text{max}}(B) I_{(b,\infty)} \left( \lambda_{\text{max}}(B) \right) \right) \leq 3 \left[ E\left( \lambda_{\text{max}}(B') \left( \lambda_{\text{max}}(B) \right) \right) \right] + \frac{1}{M} \left| E \left( y_{1,1} \right) \right|^2 \left\| 1_N 1_M^t \right\|^2 + E\left( \lambda_{\text{max}}(B') \right).
\]  

(69)

The second term above admits
\[
\left| E\left( y_{1:M} \right) \right|^2 \frac{1}{M} \left\| I_N I_N^T \right\| = N \left| E\left( h_{1}I_{[0,\delta,\delta]} \left( h_{1,1} \right) \right) \right|^2 = N \left| E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right) \right|^2
\]
\[
= \frac{N}{M} \frac{1}{\delta^2} \left| \delta \sqrt{M} E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right) \right|^2 \leq \frac{N}{M} \frac{1}{\delta^2} \left| E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right) \right|^2 \leq \frac{N}{M} \frac{1}{\delta^2} \left| E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right) \right|^2.
\] (70)

From (67), we know the above expression approaches 0 as \( M \) goes to infinity.

For the third term, we have
\[
E\left( \lambda_{\text{max}} \left( B^* \right) \right) \leq E\left( \frac{1}{M} \sum_{i,j} z_{i,j} \right) \leq N E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right) \leq \frac{N}{M} \frac{1}{\delta^2} E\left( h_{1}I_{[\delta,\delta,\delta]} \left( h_{1,1} \right) \right).
\] (71)

Therefore the above expression also approaches 0 as \( M \) goes to infinity.

Denote \( a = \sqrt{b} - \sqrt{b'} \), we have
\[
I_{(b,\infty)} \left( \lambda_{\text{max}} \left( B \right) \right) \leq I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right) + I_{(0,b)} \left( \lambda_{\text{max}} \left( B \right) \right) I_{(a,\infty)} \left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right).
\] (72)

According to Markov’s inequality, we have
\[
E\left( I_{(a,\infty)} \left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right) \right) = P \left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} > a \right) \leq \frac{E\left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right)}{a}.
\] (73)

Furthermore
\[
\left| \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right| = \left\| \frac{1}{\sqrt{M}} H - \frac{1}{\sqrt{M}} \left( Y - E\left( y_{1:M} \right) I_N I_N^T \right) \right\| \\
\leq \frac{1}{\sqrt{M}} \left\| H - Y \right\| + \frac{1}{\sqrt{M}} \left\| E\left( y_{1:M} \right) I_N I_N^T \right\| = \frac{1}{\sqrt{M}} \left\| Z \right\| + \frac{1}{\sqrt{M}} \left\| E\left( y_{1:M} \right) I_N I_N^T \right\|.
\] (74)

Therefore
\[
E\left( \lambda_{\text{max}} \left( B' \right) \right) I_{(0,b')} \left( \lambda_{\text{max}} \left( B \right) \right) I_{(a,\infty)} \left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right) \leq b' E\left( \lambda_{\text{max}} \left( B \right) \right) I_{(a,\infty)} \left( \sqrt{\lambda_{\text{max}} \left( B \right)} - \sqrt{\lambda_{\text{max}} \left( B' \right)} \right)
\]
\[
\leq b' \left( \frac{1}{\sqrt{M}} \left\| Z \right\| + \frac{1}{\sqrt{M}} \left\| E\left( y_{1:M} \right) I_N I_N^T \right\| \right) \leq 2b' \left( \frac{N}{M} \right)^{1/2} \frac{1}{\delta} E^{1/2} \left( h_{1,1} \right)^{I_{[\delta,\delta,\delta]} \left( h_{1,1} \right)}.
\] (75)

Again by (67), the above expression also approaches 0 as \( M \) goes to infinity. Finally we have
\[
E\left( \lambda_{\text{max}} \left( B' \right) \right) I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right) = b' E\left( \lambda_{\text{max}} \left( B' \right) \right) I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right)
\]
\[
\leq b' E\left( \lambda_{\text{max}} \left( B \right) \right)^{I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right)} \leq b' E\left( \frac{\lambda_{\text{max}} \left( B' \right)}{b'} \right)^{I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right)} \leq b' E\left( \frac{\lambda_{\text{max}} \left( B' \right)}{b'} \right)^{I_{(b',\infty)} \left( \lambda_{\text{max}} \left( B \right) \right)}.
\] (76)

By (68), we have
\[
\lim_{M \to \infty} E \left( \frac{\lambda_{\max}(B^{'})}{b^{'}} \right)^k = 0. \tag{77}
\]

Therefore from (72)-(77), we can obtain
\[
\lim_{M \to \infty} E \left( \lambda_{\max}(B^{'}) I_{(b, \infty)}(\lambda_{\max}(B)) \right) = 0. \tag{78}
\]

From (69), (70), (71) and (78), we can get \[
\lim_{M \to \infty} E \left( \lambda_{\max}(B^{'}) I_{(b, \infty)}(\lambda_{\max}(B)) \right) = 0. \text{ Thus}
\]
\[
\lim_{M \to \infty} E \left( \lambda_{\max}\left(\frac{1}{M} HH^H\right)\right) = (1 + \sqrt{r})^2. \tag{79}
\]

Along a similar line discussed above, we can show \[
\lim_{M \to \infty} E \left( \lambda_{\max}^2\left(\frac{1}{M} HH^H\right)\right) = (1 + \sqrt{r})^4, \text{ therefore}
\]
\[
\lim_{M \to \infty} \sigma^2 \left( \lambda_{\max}\left(\frac{1}{M} HH^H\right)\right) = \lim_{M \to \infty} \left( E \left( \lambda_{\max}^2\left(\frac{1}{M} HH^H\right)\right) - E^2 \left( \lambda_{\max}\left(\frac{1}{M} HH^H\right)\right) \right) = 0. \tag{80}
\]

**Appendix F: Scheduling Gain When both \( M \) and \( K \) Go to Infinity – Fixed \( N \)**

It is also interesting to extend the analysis in Section V to the case of fixed \( N \) and large \( M \). For STBC/MRC, the same norming constants can be used but with different interpretation; note that in this scenario, the shrinking of the link standard deviation with respect to the link mean occurs at a slower rate \((1/\sqrt{M} \text{ rather than } 1/M)\). As a consequence, we have
\[
G_{N}^{STBC/MRC}(K,M) \rightarrow \begin{cases} 0, & \text{when } \log K = o(M) \\ c, & \text{when } \log K = O(M) \\ +\infty, & \text{when } \log K = \omega(M). \end{cases} \tag{81}
\]

But this is achieved at the price of a saturated link capacity even when \( M \to \infty \) (see Section IV). The analysis (30) for SC/SC remains unchanged for fixed \( N \), i.e.,
\[
G_{N}^{SC/SC}(K,M) \sim G^{SC/SC}(K,M). \tag{82}
\]

For MRT/MRC, the fixed \( N \) analysis deviates from above in that \( w_k \) formed as in (33) does not follow the Tracy-Widom law. Alternatively, by law of large numbers, it can be shown that \[
\max \{ \gamma(k,M) \}_{k=1}^K \text{ approaches the largest element among } KN \text{ i.i.d. random variables of the form } \sum_{i=1}^{M} |h_{i,k}|^2. \text{ Following the}
\]
same approach, we can obtain the asymptotic scheduling gain as 

$$\log \left( 1 + \sqrt{\frac{2 \log(KN)}{M}} \right)$$

which still leads to

$$G^\text{MRT/MRC}_N(K, M) \sim G^\text{MRT/MRC}(K, M).$$

(83)

Fig.1. Average system capacity of opportunistic scheduling ($\gamma_i = 0 \text{ dB, } M = N = 2$)

Fig.2. Average system capacity of round robin scheduling ($\gamma_i = 0 \text{ dB}$)
Fig. 3. Scheduling gain as the number of antennas grows ($\gamma_i = 0$ dB, $K = 50$)

Fig. 4. Scheduling gain as the number of antennas and users grow ($\gamma_i = 0$ dB, $K = M$)
Fig. 5. Scheduling gain as the number of antennas and users grow ($\gamma_i = 0 \, dB, \, K = e^{v_i}$)
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