Forecasting and uncertainty quantification using a hybrid of mechanistic and non-mechanistic models for an age-structured population model
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Abstract

Traditionally, either mechanistic or non-mechanistic modeling techniques have been used for prediction, however it is uncommon for the two to be incorporated together. We compare the forecast accuracy of mechanistic modeling, using Bayesian inference, a non-mechanistic modeling approach based on state space reconstruction, and a hybrid composed of the two for an age-structured population data set. The data come from cannibalistic flour beetles, in which it has been observed that the adults preying on the eggs and pupae results in non-equilibrium population dynamics. Uncertainty quantification methods for the hybrid models are outlined and illustrated on these data. We perform an analysis of the results from Bayesian inference for the mechanistic model and hybrid models to suggest reasons why hybrid modeling may enable more accurate forecasts of multivariate systems than traditional approaches.

1 Introduction

Mechanistic modeling strategies for predicting multivariate biological systems involve relying on a dynamical model; i.e., differential equations, to describe the biological mechanisms and interactions that affect the evolution of the system [1, 5, 33]. Applications of this strategy to genetic networks, neuronal networks, and population dynamics has enabled the prediction of complex and emergent behaviors in these systems [1]. A central challenge in utilizing a mechanistic model for prediction is the ability to accurately parameterize it from available time series data, which can often be sparse and noisy in biological settings [2, 3]. Commonly encountered challenges that confound the ability to accurately parameterize a model can be attributed to problems related to some combination of model discrepancy and parameter identifiability [9, 33, 38]. Thus, the development of methodologies to reduce the effects or presence of these challenges may enable the application of the mechanistic modeling strategy to a wider spectrum of intractable data sets arising from complex biological systems.

Model discrepancy is an inherent issue when developing a mathematical model that approximates a biological system [5, 38]. Ideally, a mathematical model is developed to achieve a balance between model complexity and the ability to parameterize the model using available data, with the ultimate goal of maximizing predictive values for out-of-sample data. A general principle is to reduce the mathematical model description to the lowest dimension possible; i.e., with the least number of variables and parameters. Whereas "hold-out" validation approaches are often used to evaluate the ability of the model to predict out-of-sample data [15], to the best of our knowledge, no systematic methodologies exist for minimizing model dimensionality while simultaneously maximizing prediction accuracy. Even in cases of full observability; i.e., when every variable in the model is a longitudinal covariate in the available time series data, accurate parameterization may still be a challenge due to identifiability-related issues [10, 20, 23, 27]. If parameters are not structurally identifiable with respect to an observed set of data, one can attempt to reparameterize the model and then estimate aggregated parameters [23]. One drawback with this technique is that if the primary goal...
is to accurately estimate parameters; e.g., to infer the kinetic rates of biological interactions, the aggregated parameters may not be biologically meaningful or interpretable. An alternative approach is to use subset selection techniques to find identifiable combinations of parameters and then fix the non-identifiable parameters to constant values [4, 9]. However, one then encounters the issue of having to justify those fixed values from other sources of experimental data and be able to ensure that model predictions are not sensitive at the values to which the parameters are fixed.

Alternative paradigms exist to forecast time series data without a mechanistic model; we refer to these approaches as “non-mechanistic models”. These include empirical dynamical modeling [39], autoregressive models, e.g., NARX [6], and machine learning, e.g., multi-step ahead prediction [8, 25]. Since these methods do not rely on developing a mechanistic model based on biological knowledge, they do not include parameters that correspond to biologically interpretable quantities; e.g., kinetic rates. Thus, if the goal is to estimate biologically meaningful parameters from time series data, the mechanistic modeling strategy is the only compatible approach. In general, it has been noted that a primary drawback of utilizing non-mechanistic modeling in forecasting is that one forfeits the transferability and theoretical understanding afforded by a validated mechanistic model [18]. While these concerns have been previously noted, our focus here is to present a hybrid strategy that leverages the advantages of both mechanistic and non-mechanistic modeling to maximize predictive accuracy and minimize forecast uncertainty.

We chose to merge two well known methods, state space reconstruction and Bayesian inference, to investigate whether their combination could minimize the drawbacks encountered when utilizing each method separately. The state space reconstruction (SSR) methodology relies on Taken’s theorem of delay embedding and uses time series data to generate a manifold that is one-to-one with the attractor manifold of a dynamical system [7, 13, 17, 19, 21, 22, 28–32, 34, 35, 37, 40]. In theory, since the reconstructed manifold is one-to-one with the attractor of the real system, one can use it to forecast future dynamics using a nearest neighbor approach as described in Section 2.3. A critical limitation to using SSR for prediction is the amount of data needed to accurately reconstruct the attractor manifold. Since no biological knowledge is leveraged, SSR, similar to other non-mechanistic modeling approaches, requires a large amount of time series data to build a purely data-driven representation of the underlying dynamical system. This attribute can be especially limiting in biological scenarios for which data are collected at sparse time points. Bayesian inference methods have been widely applied in modeling of biological systems with this level of data [33]. However, Bayesian inference relies on fitting parameters for a mechanistic model, and therefore is also subject to the previously discussed modeling related issues.

Here we describe a hybrid implementation of SSR and Bayesian inference methodologies in which we reduce model dimensionality by systematically dropping out system variables and replace them with either data or SSR predictions. To validate our methodology, we used a real biological data set consisting of 21 time series of cannibalistic flour beetle (Tribolium castaneum) population dynamics [11]. We previously found that combining SSR with mechanistic models enabled more accurate predictions of chaotic systems, including the flour beetle data set. Our goal in this work is to provide a hybrid methodology that produces uncertainty quantification, both for the model predictions and estimated parameters, in addition to forecasts of future time series data. We also provide a deeper investigation of the hybrid approach than in our previous efforts by analyzing uncertainty quantification results. We discuss our analysis and suggest possible reasons why the hybrid approach may yield more accurate predictions.

## 2 Data and Methods

### 2.1 Data

We use longitudinal data of total counts for larvae, pupae, and adults in flour beetle populations. The data came from 7 different experimental conditions in which adult mortality rates were altered, resulting in non-equilibrium dynamics; 3 replicates were performed in each condition for a total of 21 data sets [11].

Data were sampled every other week over an 82 week period for a total of 41 data points per time series. To test our methodology under noisy observation conditions similar to ecological systems, we added normally distributed random observation error to each time series using a coefficient of variation (CV) of 0.2, which is consistent with reported noise levels in survey data [14, 26]. The data from one experiment, shown in Figure 5 as black x’s, exemplify the typical non-equilibrium time series behavior of the beetle system. As denoted
by the vertical dashed line in Figures 5 and 6, each time series is divided into a training set (first 32 time points) and a testing set (last 9 time points). The training set is used for Bayesian inference or SSR and the testing set is used to evaluate the accuracy of the considered models.

2.2 Mathematical model

We use the previously validated discrete-time age-structured model

\[ L(t) = bA(t-1)e^{-c_{el}L(t-1)-c_{ea}A(t-1)}, \]
\[ P(t) = L(t-1)(1-\mu_1), \]
\[ A(t) = P(t-1)e^{-c_{pa}A(t-1)} + A(t-1)(1-\mu_a), \]

for flour beetle population dynamics. The total number of larvae, pupae, and adults at time \( t \), are given by \( L(t) \), \( P(t) \), and \( A(t) \), respectively. One unit of time is equal to 2 weeks, which matches the time scale of the data. This model quantifies the stage progression of beetles from the larval to pupae stage, and pupae to adult stage. Adult larvae are reproductive and contribute to the recruitment rate in equation (1). The exponential terms in equations (1) and (3), respectively, represent cannibalization of larvae by adults or larvae, and cannibalization of pupae by adults. A more thorough description of the model and parameters can be found in [11]. For reference below, we note that the parameters \( c_{pa} \) and \( \mu_a \) are assumed to be experimentally known; see [11] for further details.

2.3 State Space Reconstruction

We used state space reconstruction techniques based on Takens’ theorem on delayed embedding to generate a non-mechanistic model prediction of the future system state [7, 13, 17, 19, 21, 22, 28–32, 34, 35, 37, 40]. We summarize the SSR technique here, and refer the reader to the supplemental of [36] for a more in depth description of the practical methodology for SSR. Let the \( i \)-th state variable of the system at time \( t \) be denoted by \( Y_i(t) \). The method of delayed embedding starts by building a delayed coordinate vector using the observations \( \{ Y_i(t) \}_{t=0}^{N} \). Using \( L \) delays and a time lag value of \( \tau \), this vector is given by \( Y_i^L(t) = [Y_i(t), Y_i(t-\tau), Y_i(t-2\tau), \ldots, Y_i(t-d\tau)] \). Here, we let \( \tau = 1 \), which corresponds to the sample rate of the observed data and \( d = 1 \) delays. The library of delay vectors based on the training data up to \( N \) time points, which we call \( \Omega \), can be used to form a prediction of the state at time \( N + P \); i.e., \( Y_i(N + P) \). We used the method of direct prediction in which the \( K \) nearest neighbors to \( Y_i^L(N) \) in \( \Omega \) are used as a sample space for predictions. We note that the direct prediction method here uses Takens’ theorem which, under suitable assumptions, shows that a one-to-one mapping exists between the manifold given by the set of delayed coordinate vectors \( \{ Y_i^L(t) \} \), the “reconstructed attractor”, and the attractor manifold of the multivariate system that generated the time series \( \{ Y_i(t) \} \). Here, we adopt the methodology in [39] for computing the variance of the SSR prediction. If we denote the nearest neighbor sample space as \( \{ Y_i^L(G(N,j) + P) \}_{j=1}^{P} \), where \( G(N,j) \) denotes the indices for the nearest neighbors of \( Y_i^L(N) \) in \( \Omega \), then the prediction for \( Y_i(N + P) \) is made by computing a weighted average over the nearest neighbors, given by \( \hat{Y}_i(N + P) = \frac{\sum_{j=1}^{P} w_j(N)Y_i^L(G(N,j) + P)}{\sum_{j=1}^{P} w_j(N)} \). The weights \( w_j(N) \) are used to describe the probability of the \( j \)-th element \( Y_i^L(G(N,j) + P) \) in the sample space \( \Omega \); i.e., the probability of selecting the \( j \)-th element is given by \( p_j(N) = \frac{w_j(N)}{\sum_{k=1}^{P} w_k(N)} \), where we assume that the variance of the prediction is given by \( \text{Var}(\hat{Y}_i(N + P)) = \mathbb{E}[(Y_i^L(G(N,j) + P) - \hat{Y}_i(N + P))^2] \).

2.4 Bayesian inference

We performed Bayesian inference using a delayed rejection adaptive metropolis (DRAM) algorithm implemented in MATLAB [16]. Parameter values to initialize the parameter chains were generated using a weighted least squares algorithm (see Section 3.2.3 of [5]) for each data set and model; i.e., full model or hybrid model, separately. We used the following lower and upper bounds for each parameter: the initial conditions are given by \( L_0, A_0 \in [-50, 550], P_0 \in [-200, 500] \) and the model parameters are \( b \in [-5, 30], c_{el}, c_{ea} \in [-0.02, 1] \), and \( \mu_1 \in [-1, 1] \). These bounds were set by initially choosing an interval +/-50% around previously estimated parameter values from [12] and then increasing the size of the interval until
the tails of each parameter’s posterior distribution was contained completely within the interval. We used noninformative flat prior distributions defined between the upper and lower bounds for each parameter. We set the chain length to 20,000 with a burn-in length of 20,000. We performed uncertainty quantification; i.e., computation of 95% prediction and credible intervals by sampling from posterior distributions as described in [16,33].

2.5 Hybrid methodology

Our approach for combining SSR and Bayesian inference predictions is to use a partial model for the Bayesian inference methodology by dropping one or more of the variables used in prediction. For example, a hybrid model can be constructed for predicting the $A$ variable by using a partial model consisting only of equation (3) and either training data or SSR predictions for the remaining $L$ and $P$ variables as depicted in Figure 1. We describe the procedure for generating the hybrid prediction model illustrated in Figure 1 and note that the procedure for generating other hybrid models is similar.

An example of a hybrid model uses (3) to describe the $A$ variable. Since (3) contains terms involving the variable $P(t)$ describing the number of pupae, we simply replace this variable by the actual number of pupae observed at time $t$ up to the last training time point at $t = 32$. This enables (3) to be used with Bayesian inference to estimate parameters for the $A$ equation. In this case the only parameter to estimate is the initial condition $A_0$, since $c_{pa}$ and $\mu_a$ are experimentally known. Simultaneously, SSR is applied to the training data for $L$ and $P$ to generate a prediction of those variables after the training data ends. Once the parameter $A_0$ is estimated for (3), we can generate a prediction with this parameterized equation by continuing to substitute the SSR prediction for $P$ for the missing time series $P(t)$ beyond the training data.

Using this approach, there are a total of 7 models corresponding to subsets of the variables for the full model \{L, P, A\}. For example, we may choose to use equations (1) and (2) to model the $L$ and $P$ variables, and then use either training data or SSR predictions as a substitution for the $A(t)$ time series.

Figure 1: Illustration of the hybrid technique applied to modeling the $A$ variable in the flour beetle system given by equations (1)-(3). The hybrid model shown here uses a partial model for $A$; i.e., only equation (3), and training data for $L$ and $P$ to estimate parameters in the partial model. In this case, the only parameter to estimate for Eq. (3) is the initial condition $A(0)$. SSR predictions are used to continue substituting time series for $L$ and $P$ after the last time point in the training data.

2.6 Hybrid uncertainty quantification

Our methodology for uncertainty quantification in hybrid models is to make a modification to the input of the forward solution when computing prediction and credible intervals with the DRAM algorithm [16]. We will illustrate the method on the hybrid model using an equation for the $A$ variable and data/SSR for the $L$ and $P$ variables, as illustrated in Figure 1, and note that computations are similar for other hybrid model choices. We note that, in this scenario, a posterior distribution is obtained for the parameter $A_0$, and the equation $A(t) = P(t - 1)e^{-c_{pa}A(t-1)} + A(t - 1)(1 - \mu_a)$ is used to model the $A$ variable. The method for computing prediction and credible intervals for times $t \leq 32$ is unchanged from the DRAM algorithm outlined in [16], since we assume that the replacement of $P(t)$ with training data at times $t \leq 32$ are an exact model for the pupae population. At times $t \geq 33$, the trajectory of the forward solution for $A$ is
affected by the uncertainty in the SSR prediction for \( P \). Adopting the notation from Section 2.3, the SSR uncertainty is given by the probability distribution generated by the sample space of nearest neighbors \( \Omega \), where the trajectory of each neighbor is selected with probability \( p_j \). Thus, prediction and credible intervals are obtained for the hybrid model for \( t \geq 33 \) by sampling from the joint density of the posterior distribution for \( A_0 \) and the sample space of SSR nearest neighbor trajectories.

### 2.7 Prediction accuracy

The standardized root mean square error (SRMSE) is used to quantify prediction accuracy for the testing data; e.g., the last 9 time points in Figures 5 and 6. The SRMSE quantifies the mean of the squared error over all the training data, and thus represents an accuracy score at each of the 9 time points predicted, aggregated over the entire 21 time series in the experimental data set. We note that the SRMSE normalizes the prediction score with respect to the standard deviation of the training data. Thus, SRMSE < 1 implies that the prediction is better than using the mean of the training data, “naive prediction”, to forecast future time series. It is expected that, in the long-term, all forecasts will eventually converge to SRMSE = 1.

### 3 Results

We performed parameter estimation and uncertainty quantification for the full model in equations (1)-(3) and every hybrid model option corresponding to each subset of the variables \( \{ L, P, A \} \). For clarity, we will refer to the full model, which does not use SSR, as “choice 7”. The hybrid models will be referred to as choices 1-6. For example, choice 1 corresponds to modeling the \( A \) variable with Eq. (3) and using data or SSR predictions for the \( L \) and \( P \) variables. Table 1 indicates the model used for predicting \( L, P, \) and \( A \) (either data/SSR or one of equations (1)-(3)), corresponding to choices 1 through 7.

<table>
<thead>
<tr>
<th>Choice</th>
<th>( \text{L} )</th>
<th>( \text{P} )</th>
<th>( \text{A} )</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>data/SSR</td>
<td>data/SSR</td>
<td>Eq. (3)</td>
<td>( A_0 )</td>
</tr>
<tr>
<td>2</td>
<td>data/SSR</td>
<td>Eq. (2)</td>
<td>data/SSR</td>
<td>( P_0, \mu_1 )</td>
</tr>
<tr>
<td>3</td>
<td>data/SSR</td>
<td>Eq. (2)</td>
<td>Eq. (3)</td>
<td>( P_0, A_0, \mu_1 )</td>
</tr>
<tr>
<td>4</td>
<td>Eq. (1)</td>
<td>data/SSR</td>
<td>data/SSR</td>
<td>( L_0, b, c_{el}, c_{ea} )</td>
</tr>
<tr>
<td>5</td>
<td>Eq. (1)</td>
<td>data/SSR</td>
<td>Eq. (3)</td>
<td>( L_0, A_0, b, c_{el}, c_{ea} )</td>
</tr>
<tr>
<td>6</td>
<td>Eq. (1)</td>
<td>Eq. (2)</td>
<td>data/SSR</td>
<td>( L_0, P_0, b, c_{el}, c_{ea}, \mu_1 )</td>
</tr>
<tr>
<td>7</td>
<td>Eq. (1)</td>
<td>Eq. (2)</td>
<td>Eq. (3)</td>
<td>( L_0, P_0, A_0, b, c_{el}, c_{ea}, \mu_1 )</td>
</tr>
</tbody>
</table>

Table 1: Model used to predict the \( L, P, \) and \( A \) variables for choices 1-7. Either SSR or one of equations (1)-(3) if used for each variable. Choice 7 corresponds to the full LPA model, while choices 1-6 represent one of 6 possible hybrid models. The corresponding estimated parameters are also indicated for each hybrid model.

#### 3.1 Forecast accuracy

We evaluated the forecast accuracy of the full model (choice 7), each hybrid model (choices 1-6), and SSR for each of the \( L, P, \) and \( A \) variables using the SMRSE to quantify accuracy as illustrated in Figures 2 - 4. We found that the full model outperformed the SSR method for the \( L \) variable for up to 6 time points (12 weeks) of prediction; Figure 2. Comparisons between the full model and the SSR method were less clear for the \( P \) and \( A \) variables. For example, in the short term, at the first time point of prediction, SSR outperformed the full model for the \( P \) variable, but the full model outperformed SSR at later time points; e.g. forecast horizon at time points 3-6 as shown in Figure 3. We observed that the hybrid method, corresponding to at least one of the hybrid models from choices 1-6, was able to outperform both the full model and the SSR method for
each of the $L$, $P$, and $A$ variables in the first 2-3 time points of prediction and was comparable to the full model in subsequent time points of the forecast horizon. These results are similar to what we previously observed when combining SSR methods with weighted least squares techniques for parameter estimation. Focusing on the comparison between the hybrid models and the SSR method, we found that hybrid models were able to outperform SSR and stay below a mean SRMSE of 0.8 up to 5 time points in the forecast horizon (10 weeks of prediction). These results indicate that the hybrid models are the most accurate choice for predicting future time series as compared to the full model or SSR alone.

Figure 2: Forecast errors (SRMSE) for each forecasting method for the larvae population data. Points are the mean SRMSE over 21 data sets; bars are the standard errors. 1 time step = 2 weeks in the forecast horizon. The solid, dotted, and dashed lines are the forecast error for the hybrid model (choice 5), full model (choice 7), and SSR predictions, respectively.

Figure 3: Forecast errors (SRMSE) for each forecasting method for the pupae population data. Points are the mean SRMSE over 21 data sets; bars are the standard errors. 1 time step = 2 weeks in the forecast horizon. The solid, dotted, and dashed are the forecast error for the hybrid model (choices 2 and 3), full model (choice 7), and SSR predictions, respectively.
Figure 4: Forecast errors mean (SRMSE) for each forecasting method for the adult population data. Points are the SRMSE over 21 data sets; bars are the standard errors. 1 time step = 2 weeks in the forecast horizon. The solid, dotted, and dashed lines are the forecast error for the hybrid model (choice 3), full model (choice 7), and SSR predictions, respectively.

3.2 Uncertainty quantification

Here we illustrate the methodology for uncertainty quantification with hybrid models on the flour beetle data set and model. Figure 5 illustrates the full model fit to experimental data for one time series; only the $A$ variable is shown in order to compare to one of the hybrid model that does not use the $L$ or $P$ variables. This instance is representative of a scenario in which the full model prediction is approximately equivalent to the mean of the training data, and thus performs no better than the naive prediction. In contrast, Figure 6 shows the hybrid model for the same experimental data; SSR predictions are also shown for comparison. In addition to the error between the testing data interval being lower, the hybrid model model also has narrower 95% credible intervals than the full model, indicating higher confidence in the predicted population size at any given time point.

Figure 5: Full model prediction with uncertainty quantification for the $A$ variable. Data (black x’s) are from experiment 1 for which $c_{pa}$ was experimentally set to zero. The vertical dashed line separates the training data used for parameter estimation from the testing data used for evaluating forecast accuracy. The 95% credible and prediction intervals are shown as dark and light grey, respectively. The black line represents the mean of the credible interval (best fit).
3.3 Practical identifiability analysis

The results from Bayesian inference on a model and time series data can be used to produce other outputs besides credible and prediction intervals. Two outputs in particular, parameter correlation plots and the fisher information matrix (FIM), provide key information about the practical identifiability of parameters in the model; i.e., the ability to estimate parameters with reasonably low uncertainty levels from the available data in the presence of noise. Thereby, analysis of correlation plots and the FIM provides insight into difficulties encountered in the parameter estimation task. We analyzed parameter correlations and the FIM for the full model and hybrid models to test the hypothesis that hybrid models simplify the parameter estimation task by maximizing the level of data information content with respect to the set of estimated parameters. For example, even though estimation for the full model (choice 7) uses 3 time series, corresponding to the L, P and A variables, and the estimation for the hybrid choice 1 only uses a single time series, corresponding to the A variable, it is not immediately obvious that the gain in the amount of data afforded by using the full model justifies the additional number of parameters that need to be estimated. Moreover, it is unclear how the presence of 20% observation noise or the structure of the model may independently or synergistically affect the balance between model dimension and the amount of data used for parameter estimation.

In Figures 7 and 8 we illustrate the parameter correlation information that is output from applying Bayesian inference to the full model and one of the hybrid models on one of the 21 experiments in the data set. Briefly, parameter correlation information can be seen graphically by plotting the values obtained in the MCMC chain used to build the joint posterior distribution of the estimated parameters. For example, if there are p parameters to be estimated, then a p-dimensional vector \( \hat{\theta}_{1,k}, \ldots, \hat{\theta}_{p,k} \) of estimated parameters is obtained at step \( k \) in the chain. If the number of chain iterations used to construct the posterior distribution is equal to \( M \), then a parameter pair correlation plot for the \( i \)-th vs. \( j \)-th parameter is made by plotting \( M \) pairs of points \( (\hat{\theta}_{i,k}, \hat{\theta}_{j,k}) \) for \( k = 1, \ldots, M \). Figure 7 shows that correlations exist when using the full model between the pairs \( (A_0, P_0) \), \( (b, L_0) \), and \( (c_{el}, b) \), and \( (\mu_1, L_0) \). In contrast, Figure 8 shows that no correlations exist for the hybrid model among the three possible parameter pairs when using choice 3; i.e., data/model for the L variable, and (2) and (3) for the P and A variables, respectively.
To investigate the presence of parameter correlations among all 21 time series and all model choices, we computed linear the correlation coefficients ($\rho$) between all parameter pairs for any given model as plotted in Figure 9. We found that, with the exception of one pair ($b$ vs. $c_{ea}$), on average the correlation coefficients were lower for any hybrid model (choices 1-6) compared to the full model (choice 7).

Given the presence of parameter correlations, we next analyzed the rank deficiency of the fisher infor-
Figure 9: Correlation coefficients among all pairs of estimated parameters. Computations were performed for each model choice where choice 7 corresponds to the full model and choices 1-6 correspond to hybrid models. Coefficients were computed only for pairs of parameters that existed among the hybrid models. Each star within each subplot represents a correlation coefficient for a single time series, with 21 total possible time series.

The Fisher Information Matrix (FIM). The FIM has been previously used in subset selection algorithms that seek to predict which subsets of parameters are identifiable for a given model and available set of data. Importantly, these FIM based methods take into account the sensitivity of the model output with respect to parameters and combines this information with the effect of parameter correlations. For example, insensitive parameters are more difficult to identify from data since a large change in the parameter doesn’t affect the model output, and in particular doesn’t affect how well the model fits the data. If the number of estimated parameters is given by $p$, then the FIM is a $p \times p$ matrix, and the rank of the FIM can be used to estimate the number of parameters that are practically identifiable [24]. The FIM is equal to $\sum_{i=1}^{N} \chi^T(t_i)\chi(t_i)$, where the matrix $\chi(t_i)$ contains sensitivities of the model with respect to parameters at time point $t_i$ in the training data. The $k,j$-th entry of $\chi(t_i)$ is given by $\left\{ \frac{\partial y_k(t_i)}{\partial \theta_j} \right\}$ where $y_k$ is the $k$-th observable; e.g., $L$, $P$, or $A$, and $\theta_j$ is the $j$-th model parameter. We used the parameters estimated from bayesian inference to compute the FIM for each of the 21 time series and model choices 1-7.

We determined the rank of the FIM by first computing the singular value decomposition (SVD); i.e., $\text{FIM} = USV^T$, where $S$ is a diagonal matrix of the singular values of the FIM listed in decreasing order, and $U$ and $V$ are orthogonal matrices containing left and right singular vectors. Since $S$ is a diagonal matrix, it can be viewed as a list $\{s_1, ..., s_p\}$. We used the location in the list, if any, where the ratio $\frac{s_m}{s_{m+1}} > 10^{10}$ to indicate that the rank of the FIM was equal to $m$. Thus, the rank deficiency is given by $p - m$, and the number of parameters that are not practically identifiable increases as a function rank deficiency. We found that the full model (choice 7) had the largest average rank deficiency over all the 21 time series compared to any of the hybrid models. Among the hybrid models, choice 6 had more rank deficiency than choices 4 and 5, and each of choices 4 and 5 had more rank deficiency than choices 1, 2, and 3. Choices 1 and 2 had no rank deficiency.
Figure 10: Rank deficiency for each model choice. The full model = choice 7, hybrid models = choices 1-6. The y-axis indicates the number of time series (out of 21 total) that a particular choice resulted in a certain level of rank deficiency given by the x-axis.

4 Discussion and future work

We illustrated a hybrid methodology that may be used for minimizing the dimensionality of parameter inference from time series data while also maximizing predictive accuracy of the resulting parameterized model that is broadly applicable to multivariate systems. Since this balance is often the goal when developing predictive models of biological systems for which data are typically sparse by having either low frequency or few time points relative to the number of estimated parameters, we hypothesize that the methodology illustrated here may enable the application of the mechanistic modeling paradigm to a wider range of biological scenarios for which data limitations or high dimensionality of the system inhibits accurate parameterization. An important feature of the combination of Bayesian inference with SSR is that uncertainty quantification; i.e., the computation of 95% prediction and credible intervals, is readily obtained by jointly sampling from the posterior distribution of the estimated parameters and the SSR sample space defined by the nearest neighbor prediction. In practice, the ability to ascertain uncertainty in predictions is a necessary feature for applying the hybrid methodology to real world scenarios. For example, it would be clearer to make an ecological management decision based on population densities forecasted by a hybrid model if one can also associate a level of confidence with those predictions.

In addition to illustrating uncertainty quantification for hybrid models applied to a real biological data set, our intent in combining Bayesian inference with SSR in this work was to also use the results from Bayesian inference to investigate the mechanisms by which the hybrid technique may alleviate some of the practical identifiability issues that commonly arise in difficult parameter estimation problems. We analyzed the correlation plots and found that for every pair of parameters, with the exception of $b$ vs. $c_{ea}$, the average correlation among all 21 time series was lower for any choice of hybrid model compared to the full model. We note that both $b$ and $c_{ea}$ are parameters located in the equation for the $L$ variable, see (1), suggesting that estimating parameters for this variable may be the source of difficulty in general for the flour beetle system. Under this hypothesis it is expected that hybrid models containing the $L$ variable will have the same or increased level of parameter correlations as the full model, since the hybrid models will use less data for bayesian inference by removing either or both of the equations and corresponding time series for $P$ and $A$.

Our analysis of the rank deficiency of the fisher information matrix (FIM) corroborates the finding that the equation for the $L$ variable is problematic for parameter estimation. For clarity, we show the different model choices and the corresponding parameters contained within each of them in Figure 11. The equation...
for the $L$ variable contains four parameters, while the $P$ variable contains two parameters, and the $A$ variable only contains one parameter. The rank deficiency histograms in Figure 10 indicate that the source of parameter non-identifiability stems from the $L$ variable. For example, the only hybrid model choice with one modeled variable (choices 1, 2, or 4) that has any rank deficiency is choice 4, which corresponds in partly to using an equation for the $L$ variable and data/SSR for the $P$ and $A$ variables. This deficiency can be mitigated by including the equation for the $A$ variable in the hybrid model, since it only contains one parameter, and we see that choice 5 ($L$ and $A$ variables modeled with equations) has lower average rank deficiency among the entire experimental data set than choice 7. We observed that the same mitigating effect is not present for choice 6 ($L$ and $P$ variables modeled with equations). These findings are in agreement with the forecast accuracy results in Figures 2, 3, and 4: the hybrid models choices used in these plots are those with the best forecast accuracy and these choices also have the lowest rank deficiency. Together with our parameter correlation analysis, these results suggest that one likely mechanism by which hybrid modeling increases forecast accuracy is by eliminating variables for which parameters may not be practically identifiable from the available data and replacing their inaccurate estimation with non-mechanistic model based forecasting.

Figure 11: Venn diagram illustration of the model parameters estimated for each choice. Grey boxes contain the model choice number, where choice 7 corresponds the full model and choices 1-6 represent the hybrid models.

In future work, we will consider other non-mechanistic models as a substitution for state space reconstruction (SSR) methods. We outlined a general strategy for circumventing mechanistic modeling parameter estimation issues; however, the reliance of this strategy on SSR remains to be tested. Machine learning methods, such as neural networks, have successfully been used in forecasting longitudinal data within a multistep ahead prediction framework [8, 25]. Autoregressive models are also commonly used in statistical forecasting from longitudinal data and has some similarities to SSR; e.g., predictions of the future state are based on a non-mechanistic model of the recent history [6]. Additionally, completely non-mechanistic yet semi-parametric hybrid approaches may be considered by substituting an autoregressive or machine learning model for the mechanistic model component in the hybrid and combining these methods with SSR.
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