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I. Overview 

Background 
Computer models are becoming increasingly instrumental both in scientific efforts to understand 
environmental phenomena and in risk and regulatory impact assessments. Many such modeling 
activities require more than one model to be linked together into complex, multi-model systems. For 
example, an investigation of the effects of various electric generation utility controls on water quality 
would potentially require the linkage of an emissions model, a meteorological model, an air quality 
model, and a water quality model. While the collaborative use of these models in a comprehensive 
study is not difficult to envision, realization of such a collaboration has proven challenging in practice; 
many models are difficult to couple because they employ different data formats, use different time and 
spatial scales, execute on different computing platforms, or are sufficiently complex that they are 
typically run by staffs of specialized modelers.  

To facilitate comprehensive multi-model analyses and assist modelers in carrying out tedious and time-
consuming tasks, the National Exposure Research Laboratory (NERL) of the USEPA’s Office of 
Research and Development (ORD) is developing the Multimedia Integrated Modeling System 
(MIMS). MIMS is an open-source, cross-platform modeling environment that provides tools for 
constructing, executing, and analyzing the results of multi-model modeling scenarios.  

Currently, MIMS does not provide comprehensive support for sensitivity and uncertainty analysis. 
Sensitivity analysis is used to characterize the relative responses of the modeling system to changes in 
various inputs. This information is valuable in a wide range of activities, from developing a better 
understanding of the problem to identifying key variables for calibration or optimization. Uncertainty 
analysis, which includes the analysis of both variability and uncertainty, is very important because the 
exact values for many inputs used in modeling studies are not known. Assumptions about the values 
for these inputs can have a great effect on the outcome of the studies. The role of uncertainty analysis 
is to characterize how uncertainty and variability in inputs to models affect the uncertainty in the 
model outputs. For some types of simple problems, this characterization can be carried out using 
analytical techniques. For most environmental problems, however, iterative Monte Carlo simulation 
approaches are required.   

The EPA would like to incorporate a comprehensive set of sensitivity and uncertainty (S/U) analysis 
tools within the MIMS framework. The goals of this work are to evaluate the methodologies and 
software tools that are currently available and to outline a set of phased requirements for developing 
and integrating such tools into MIMS. 

Objectives 
The specific objectives of the work were therefore to:  

• Identify and characterize sensitivity and uncertainty analysis methodologies and software. 
This objective required a review of the literature and ongoing research efforts to identify S/U 
methodologies (e.g., bootstrap simulation, Monte Carlo simulation, Latin Hypercube Sampling, 
etc.) and software toolkits or libraries (e.g., Dakota, PEST, UCODE, UNCERT, AuvTool, R, etc.).  

• Identify methodologies and software for inclusion in the S/U component. Of the various 
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methodologies and software that were evaluated, a set was identified for potential inclusion in the 
S/U component. To determine this set, S/U methodologies were prioritized into categories such as 
high, medium, and low priority. Software providing the desired methodologies was then identified.   

• Outline a phased set of requirements that will govern the development and implementation of 
a S/U component for MIMS. A phased plan was developed that outlines the requirements for 
implementing the S/U MIMS component. For each phase, the plan describes the features to be 
implemented and what S/U capabilities these features address. In addition, a critique of the plan is 
provided, describing which features or S/U issues were or were not addressed, as well as any 
additional information relevant in evaluating the plan.    

Overview of Requirements  
The following is a summary of the requirements governing the scope of the review and phased set of 
requirements.  

1. The user of the MIMS S/U Tool is assumed to be an environmental modeler who is familiar 
with, although not necessarily an expert in sensitivity analysis, uncertainty analysis, and 
statistics. Thus, users must be supported in carrying out these analyses with a user-friendly 
design and sufficient documentation.  

2. It is assumed that the user will provide ranges for sensitivity analysis and empirical or 
statistical distributions for variability and/or uncertainty in model inputs.1 The S/U component 
must therefore support: (i) a variety of common statistical distributions, (ii) empirical 
distributions, including allowing users to input empirical distributions, and (iii) correlated input 
data.   

3. The S/U component must include capabilities for: (i) supporting user specification of sample 
size and other aspects of the uncertainty analysis, (ii) propagating uncertainty and variability 
separately or jointly through a model or modeling system using Monte Carlo simulation or 
related methodologies, (iii) interpreting results through reports and graphics, and (iv) handling 
correlations in inputs. 

4. The S/U techniques cannot require modifications to the models. 
5. A plan shall be created that describes a set of phased requirements that will govern the 

implementation of the MIMS S/U tool. The plan must meet the following guidelines: 
a.    There must be no more than nine phases outlined in the implementation plan.  
b. Each phase shall be ordered and designed to deliver useful functionality in a timely 

incremental manner.  
c.    By the completion of Phase 2, the S/U component should provide basic functionality 

that can be used with MIMS. 
d. Each phase should be designed such that it can be carried out in a three-month period by 

a single Java programmer with experience in software development for MIMS.  
e.    Each phase shall indicate what, if any, changes to existing MIMS software will be 

required to complete the phase. 
6. Any software that is developed under the implementation plan must be open source. If existing 

toolkits or code are incorporated into the S/U component, the final product must be open source 
                                                 
1 Characterization of variability and uncertainty is not always straightforward, and often requires considerable expertise. 

This is particularly true for activities such as determining when dependencies and auto-correlation are a factor, 
determining the most appropriate distribution and fit, and characterizing variability and uncertainty separately. 
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and have no restrictive licensing terms that would conflict with MIMS’ current licensing.  
7. While software with restrictive licensing is not allowed, it can be assumed that users have 

access to, and potentially will use, widely available software for data formatting and 
manipulation, such as Microsoft Excel. The S/U component should support importing of open 
data formats generated by such software (e.g., comma-separated values).  

8. The final S/U component must be applicable to large data sets and usable in conjunction with 
complex, nonlinear environmental models with runtimes ranging from seconds to days. In 
addition, it must be well tested, including with automated testing procedures such as Junit.   

Organization of this Report 
The remainder of this report is organized as follows: Section 2 provides a taxonomy, short review, and 
evaluation of S/U methodologies. Section 3 provides a similar review of software for S/U analyses. 
Based on the findings of the reviews, a set of design considerations are presented in Section 4. These 
are followed by Section 5, which describes the requirements of an implementation plan. Section 6 is a 
critique of these requirements to determine the extent to which they meet the goals and requirements 
for this project, as outlined by the EPA.  

Notes on Terminology 
Many terms used commonly in the sensitivity and uncertainty analyses literature have subtly different 
meanings and can be confusing to those not familiar with the most recent literature. Thus, prior to the 
review of methodologies and software, a brief overview of several concepts is provided.   

• Variability versus uncertainty.  Variability results from natural stochastic behavior, periodicity, 
or variance in a trait across a population. Uncertainty, in contrast, is related to lack of knowledge 
and originates from sources such as measurement error, sampling bias, lack of data, and spatial and 
temporal averaging.  

• Local versus global sensitivity analysis. Local sensitivity analysis is most often used as a 
screening tool to characterize the relative model output responses to changes in individual model 
inputs. The results can be used to rank the importance of various inputs, although the approach is 
not well suited to account for nonlinearities within the model or dependencies among inputs. 
Further, it does not provide guidance about the model response if multiple inputs are changed 
simultaneously. In contrast, global sensitivity analysis techniques typically are applied after a 
Monte Carlo simulation. Like local techniques, global sensitivity analysis techniques are used to 
determine the relative importance of each uncertain or variable input on variance in the outputs. 
Global techniques, however, are also able to characterize the response to simultaneous changes in 
multiple inputs. 

• Global sensitivity analysis versus uncertainty analysis. Both global sensitivity analysis and 
uncertainty analysis use Monte Carlo simulation outputs. Uncertainty analysis involves the 
characterization of the distribution (including mean and variance) for the model outputs. Global 
sensitivity analysis involves ranking inputs by their effect on output variance. Further, variance-
based global sensitivity analysis procedures are used to apportion output variance to uncertain and 
variable inputs. 

• Inputs versus parameters. Inputs are the variables that are used by a model. For example, wind 
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speed and emissions are inputs to an air quality model. Inputs may be deterministic or probabilistic. 
Probabilistic inputs are either variable, uncertain, or both. In contrast, parameters are the 
coefficients and exponents used in various functions. For example, the mean and standard 
deviation of a normal distribution are parameters, as are the coefficients in a regression equation. 
The independent variables in the regression equation are inputs. 

• Parametric versus empirical distribution. A parametric distribution is a statistical distribution 
such as the normal or beta distributions. These are referred to as parametric distributions since the 
parameters associated with the distributions (e.g., mean and standard deviation) are used to fit the 
distribution to data. Empirical distributions, in contrast, consist of a set of data points. Often these 
data are obtained through sampling. Both parametric and empirical cumulative distribution 
functions (ECDFs) are often used to represent variability and uncertainty in model inputs.   

• Dependence versus correlation. Dependence is the relationship among two or more variables. If 
one variable is dependent on another, then its values often can be represented as a function of the 
other. Correlation refers to a linear dependence. Thus, a variable may be nonlinearly dependent on 
another; a correlation analysis, however, may suggest that the variables are uncorrelated.  
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II. Methodological Review 

Overview 
A review of S/U analysis methodologies reveals that these methodologies generally can be classified 
into four broad categories. The first category is comprised of techniques that support the 
characterization of variability and uncertainty in input data to a model. Characterization often 
entails fitting statistical distributions to sampled data for various model inputs. This process is called 
parameter estimation since it involves estimating the parameters of a statistical distribution. Some 
techniques within this category are also useful in estimating the uncertainty associated with the 
parameters of the fitted distribution (e.g., uncertainty in the estimates of the mean and standard 
deviation of the distribution) that results from the limited availability of data. Characterization may 
also involve expert elicitation or the development of empirical distributions from sampled data.  

A second category of S/U techniques provides local sensitivity information. In this context, local 
sensitivity refers to the incremental change in model outputs corresponding to an incremental change 
in a single model input, with all other inputs held constant. A weakness of local sensitivity techniques 
is that they are unable to capture the effects of simultaneous changes in multiple inputs and are of 
limited use when the model involves highly nonlinear functions. Nonetheless, these techniques are 
straightforward and can serve as useful screening tools under the correct conditions. 

A third category consists of global deterministic sensitivity techniques. The goal of these techniques 
is to capture efficiently the potentially complex interactions between model inputs and outputs with a 
reduced form model. The equations within the resulting simplified version of the model can then be 
examined. The reduced form model also can be used as a surrogate for the original model within global 
probabilistic sensitivity and uncertainty analysis or within an iterative optimization procedure. 
Reduced form models can also be fit to the results of a Monte Carlo (MC) simulation, although these 
applications fall under the next category.  

The fourth major category includes global probabilistic sensitivity and uncertainty analysis 
techniques. This category can be subdivided into techniques for: (i) propagating variability and 
uncertainty through a model, (ii) analyzing uncertainty in the model outputs (e.g., mean and standard 
deviation), (iii) evaluating the likelihood of exceeding thresholds of interest for model outputs (e.g., 
reliability or risk analysis), and (iv) attributing output uncertainty to variability and uncertainty in 
specific model inputs.  

This hierarchy of sensitivity and uncertainty analysis techniques is based upon a review of recent 
literature. It should be noted that there has been a considerable amount of activity in the development 
of new techniques during the past decade. Recent technique development is reflected in this hierarchy. 
Prior to 1990, a simpler hierarchy was generally accepted in which sensitivity analysis most often 
referred to local sensitivity analysis and uncertainty analysis referred to the propagation of input 
distributions through a model using MC simulation to obtain distributions on model outputs and 
reliability estimates.[e.g., Morgan and Henrion, 1990] Sensitivity analysis has since been subdivided 
into local sensitivity analysis and global sensitivity analysis, the latter of which is most often applied to 
MC simulation results. 

The four categories of sensitivity and uncertainty analysis techniques are discussed below. A more 
detailed overview of several of the techniques is provided in the appendix.  
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Category Summaries 

Category 1. Methodologies for characterization of variability and uncertainty  
An important capability in S/U analyses is the ability to quantify the variability and uncertainty in 
inputs to environmental models. A variety of approaches exist for this quantification, including expert 
elicitation and the analysis of existing data. Discussion of expert elicitation approaches is beyond the 
scope of this report. See Morgan and Henrion [1990] for an overview of elicitation approaches. The 
outcome of elicitation is typically subjective probability distributions for model inputs. These 
distributions are often uniform, triangular, and two- and four-parameter beta distributions. The 
MIMS S/U tool should support these distributions. 

When analyzing existing data, parameter estimation approaches are used to obtain a statistical 
distribution that represents the uncertainty and/or variability in inputs. Typically, an analyst selects one 
or more candidate statistical distributions, then uses parameter estimation techniques, such as the 
Method of Matching Moments (MoMM) or Maximum Likelihood Estimation (MLE), to identify 
the best parameter values for each statistical distribution.[Cullen & Frey, 1999] A variety of measures 
are available for identifying the most appropriate of a set of fitted distributions. These include 
correlation coefficients and goodness-of-fit measures such as the Kolmogorov-Smirnov test and the 
Chi Square test [Cullen & Frey, 1999]. Goodness-of-fit measures can be used to reject specific fits, 
but are not able to identify the best fit since this determination is most often subjective. In the case 
where one or more fits cannot be rejected, the user must decide which is the best. Criteria for making 
such a determination are discussed by Frey and Bammi [2002]. Scatterplots and plots of the 
parametric and empirical CDFs are often helpful in evaluating fit.  

If any one distribution does not adequately describe the given data, it is often possible to achieve a 
good fit using a mixture distribution [Zheng & Frey, 2001]. In a mixture distribution, the data is fit 
using two or more weighted distributions. Log-normal distributions are often used within the mixture.  

For many problems, representing the dependence among inputs may be important for adequately 
characterizing variability and uncertainty in model inputs. A special case of dependence is correlation, 
in which the relationships among variables are linear. Most common approaches for representing 
dependence assume a linear relationship between either the values or their ranks, called rank-order 
correlation. Examples include covariance matrices [Scheuer & Stoller, 1962; Morgan & Henrion, 
1990] and restricted pairing [Iman and Conover, 1982; Morgan & Henrion, 1990], respectively.  

Application of covariance matrices is relatively straightforward. A matrix is generated that includes the 
correlation coefficient for each combination of two inputs. This matrix can then be used to generate 
correlated values, using the assumption that the correlation relationship is normal. If the relationship 
among inputs is non-normal, this approach is not appropriate. The restricted pairing approach is more 
flexible, however. The approach also uses a covariance matrix, but the matrix includes rank-order 
correlation coefficients. Through a methodology involving a monotonic transform of this matrix, 
samples can be generated that preserve the specified rank-order correlations. A concern when using 
this approach, however, is that rank correlations can differ considerably from sample correlations, and 
must therefore be verified by the user.  

Representing dependence among inputs is not always necessary. For example, dependencies typically 
do not matter if all of the dependent inputs are insensitive, if only one is sensitive but the others are 
not, or if the dependence is weak. Thus, local sensitivity analysis may be useful in identifying whether 
correlation control is necessary. Further, if the goal of the analysis is to characterize output means and 
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variances, dependencies matter less than if detailed information about the tails of the output 
distributions is desired. 

Some variable model inputs may exhibit a high degree of autocorrelation in time or space. For 
example, a plot of time-series temperature data would likely take the form of a sinusoidal pattern in 
which the temperature consistently increases from the morning through the mid-afternoon, then 
decreases at night. The average temperature for any given hour is highly correlated with temperature 
estimates from the previous hour, and may also be highly correlated with the temperature at the same 
time for the previous day. This provides insight into the variability associated with temperature. There 
is also uncertainty associated with temperature measurements as well as other sources of error. 
Representing both variability and uncertainty for temperature with a single statistical distribution 
therefore does not capture the actual behavior well, particularly since it ignores the sinusoidal 
behavior. As an alternative, a time-series model [Abdel-Aziz, 2002] can be used to capture the 
temporal variation. Perturbations from the values provided by time-series model can then often be 
represented adequately with a statistical distribution.  

For many assessment objectives, it is important to distinguish between variability and uncertainty. For 
example, in a human health risk assessment context, different individuals in a population will have 
different levels of exposure because of variability in activity patterns and concentrations of pollutants. 
Knowledge of variability therefore helps analysts and decision makers to determine what portion of the 
population is subject to high levels of exposure and, hence, to identify priorities for mitigation. In 
contrast, uncertainty results from a lack of knowledge regarding the true level of exposure for any 
individual and regarding the true (but unknown) distribution of variability in exposures among the 
population. Thus, quantification of uncertainty as distinct from variability enables estimation of 
uncertainty in any statistic of the distribution of variability. For example, uncertainty can be estimated 
for the median, mean, 95th percentile, or other statistics of variability. Characterization of uncertainty 
can enable decision-making that is robust to uncertainty. Further, sensitivity analysis can be used to 
identify key sources of uncertainty that can be prioritized and specifically targeted in a data collection 
or research plan. Uncertainty can then be reduced by obtaining more information.[NRC, 1994] 

Secondary to these major points is the issue of deconvolution, the process of disassociating variability 
and uncertainty. For example, a data set of measurement observations will typically account for 
variability in the quantity being measured (e.g., emissions from different engines in a source category) 
as well as measurement errors. The latter represents uncertainty since random and systematic errors in 
the measurement process itself interfere with the ability to characterize true variability. Typically, the 
variance in measurements is greater than the variance of the true variability because it also includes 
variance associated with measurement error. Some methods for deconvolution of measurement error 
and true variability are reviewed by Zheng [2001]. 

Another form of uncertainty is uncertainty in the parameters (e.g., the mean, standard deviation, and 
percentiles) of a statistical distribution due to random sampling error that occurs when a distribution is 
fit to a finite set of data points. Bootstrap methods are numerical techniques for estimating confidence 
intervals for statistics of distributions.[Efron & Tibshirani, 1993] Using parametric bootstrap 
simulation [Frey & Rhodes, 1998; Frey & Bammi, 2002; Frey & Zheng, 2002], one can characterize 
this uncertainty and develop confidence intervals on the mean and other statistics of the input variable. 
Parametric bootstrap simulation involves the following steps. First, a distribution is fit to the existing 
dataset of size n. Next, n samples are simulated at random from the resulting distribution and a new 
distribution is fit to these samples. This process is repeated many times. The results of these iterations 
are estimates of the mean and standard deviation of the distribution parameters. In addition, a figure 
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can be developed that shows the confidence intervals on the distribution, as shown in Figure 1.  

 

Figure 1. Confidence intervals on the fitted distribution. The fitted distribution is displayed, along 
with 90% and 95% confidence intervals. Confidence intervals corresponding to any value along the 
fitted distribution are read horizontally.  
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A nonparametric bootstrap simulation is very similar, but the distributions for parameters are 
empirical distributions describing observed data. Sampling involves selecting values at random from 
the empirical distributions, with each data point having an equal probability of being selected.  

As an alternative to bootstrap simulation, some researchers have specified distributions for the 
distribution parameters themselves. For example, the mean and standard deviation of a lognormal 
distribution can each be assigned normal distributions to represent uncertainty in those parameters. To 
obtain a sample from the lognormal distribution, one would first sample the normal distributions for 
the mean and standard deviation of the lognormal distribution. These sampled parameters would define 
a realization of the lognormal distribution, which would then be sampled to obtain the realized values.  
A disadvantage of this approach is that the parameters that define many common distributions are not 
independent of each other. These dependencies must therefore be accounted for, but often are not in 
practice.[Frey & Rhodes, 1998] 

In an application of S/U analysis, the distributions of some model inputs may be dominated by either 
uncertainty or variability. For these inputs, it would suffice to use the dominating distribution. In 
contrast, some inputs may exhibit considerable variability and uncertainty. Nested, or two-
dimensional (2-D) sampling [Frey 1992; Frey & Rhodes, 1996, 1998, 1999], is useful in obtaining a 
combined distribution. In 2-D sampling, the variability distribution is sampled first. Multiple 
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realizations of this value are then obtained from samples from the uncertainty distribution. The result is 
a matrix of realizations that can be evaluated with the model. If the matrix structure is maintained, it is 
possible to evaluate the effects of uncertainty and variability together or separately.  

Uncertainty may also be associated with disagreement among experts regarding the selection and 
parameterization of the distributions chosen to represent variability and/or uncertainty. In these 
instances, it may be useful to support the specification of multiple distributions for each parameter, and 
to sample both from the set of distributions and from the distributions themselves.[ Morgan & Henrion, 
1990; Hoffman & Hammonds; 1994; Saltelli et al., 2000]  

In the environmental field, researchers may also wish to evaluate the effects of uncertainties within a 
scientific model. Mathematical models inherently represent a simplified view of reality, and thus 
introduce error in this simplification. Further, the scientists that write the models may not understand 
aspects of the problem or may have inadvertently left out important, but unknown factors. One 
approach that is sometimes used is to compare the results of alternative formulations of the model or of 
different models. The resulting predictions will likely vary to some extent, providing a range of 
outcomes. This information may provide some qualitative insight if the biases associated with the 
various models have been sufficiently characterized. An example of this approach is ensemble 
forecasting, which is increasingly being used to develop probabilistic meteorological forecasts [Toth 
et al., 2003]. Another example is based upon estimation of the dose-response relationship of a risk 
assessment model [Evans et al, 1994]. 

For some environmental phenomena, there may be a considerable observation data that can be 
compared with the outputs of a model. Distributions for these observations may be better characterized 
than the distributions on model inputs. In this context, Bayesian techniques, such as Generalized 
Likelihood Uncertainty Estimation (GLUE) [Bevin & Binley, 1992, Romanowicz et al., 1994; 
Romanowicz & Young, 2002], may be of use in characterizing uncertainties in model inputs. The 
GLUE procedure begins with the specification of assumed distributions for inputs. These distributions 
are sampled and the realizations are evaluated using the model. The resulting model output 
distributions are then compared to observed data. The input distributions are iteratively refined to more 
adequately represent the observed output distribution. This approach has the advantage that the input 
and output distributions can also be refined when additional observational data becomes available.     

Markov Chain Monte Carlo (MCNC) [Hastings, 1970, Gelman & Rubin, 1992] is a Bayesian 
technique that combines concepts from Monte Carlo simulation and Markov Chains. MCNC is 
often applied in a context very similar to inverse modeling, in which observation data is combined with 
a model to estimate model input values. MCMC can be used to extend inverse modeling functionality 
by simultaneously estimating the distribution parameters for model inputs and outputs. By allowing for 
the specification of prior distributions, this process is made much more efficient than typical inverse 
modeling. MCMC is increasingly being applied to a wide variety of environmental problems. For 
example, Holland et al. use MCMC to approximate covariance relationships in an analysis of ambient 
sulfur dioxide concentration trends. Similarly, Cocchi et al. [2002] apply MCMC to analyze trends in 
urban ozone, Park et al. [2000] use MCNC in an air quality receptor modeling application, and 
Shrikanthan et al. [2002] use MCMC to estimate rainfall.  

Category 2. Local sensitivity analysis  
In local sensitivity analysis, modelers typically identify base values for inputs (often the deterministic 
values), then perform iterative runs in which one input is perturbed while all other inputs are held at 
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their base values. The change in model output associated with the input perturbation is recorded and is 
used to calculate a sensitivity index or metric for that parameter. The sensitivity index for each input 
can then be compared, allowing the inputs with the greatest influence on an output to be identified. 
Where the input-output response is linear, the results can be used to quantitatively rank the influence of 
the inputs. If the response is nonlinear or there is dependence among some of the input variables, a 
quantitative evaluation of local sensitivity analysis can provide misleading results. In many cases, 
however, the results may be sufficient to be used as a screening tool to identify the primary input 
factors to which the outputs are most sensitive. This allows the number of variable or uncertain factors 
considered in global probabilistic sensitivity and uncertainty analysis (Category 4) to be reduced. 

A variety of local sensitivity analysis procedures are available. The most common procedures are 
referred to as Nominal Range Sensitivity Analysis (NRSA) [Frey & Patil, 2001; Eldred et al., 2002]. 
In these procedures, each input is tested at the end points of its plausible range. By also testing the 
deterministic estimate for the parameter, thereby giving three output values, it is often possible to 
identify whether the model response to the input is nonlinear. Instead of identifying the plausible range 
for each parameter, another common approach is to define perturbations as a percentage of the input’s 
deterministic values. For example, each input may be incremented to values plus or minus 10%. A 
variation of the latter approach, differential sensitivity analysis, is used to estimate the partial first 
derivative of the model to each input.[Cullen & Frey, 1999] 

In some instances, it may be advantageous to evaluate not only the response to changes in a single 
input, but also the response to simultaneous changes in more than one input. It may be possible to gain 
some insight into such interactions by performing a matrix sensitivity analysis [Eldred et al., 2002], 
in which combinations of input variable changes are evaluated together. This approach is related to 
Design of Experiments (DOE)[Box et al., 1978], which is described as part of Category 3. 

Once sensitivity metrics have been calculated, graphical techniques that may be of use in conveying 
relative sensitivities to a modeler or analyst. These include high-middle-low, tornado, and radar 
graphs [NIST/SEMETECH 1998], as shown below in Figures 2, 3, and 4, respectively. 
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Figure 2. High-middle-low graph for local sensitivity analysis. This figure allows the relative 
influence of multiple inputs on an output to be evaluated. In this example, three levels of each input are 
tested. Inputs A and C are positively correlated with the output, while input B is negatively correlated 
with the output. Changes in A have the largest influence on the output value. The response to each 
input appears to be linear.  

 
 

Figure 3. Tornado graph used to display sensitivity information. This figure is useful in conveying 
the relative effects of various input parameters on an output parameter. The parameters are ordered 
from top to bottom by decreasing importance. Positive or negative influence on the output value is 
depicted by the direction of the bar from the centerline.  
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Figure 4. Radar plot used to display sensitivity information. This figure conveys the relative 
influence of 8 inputs (referred to in the figure as factors). A problem with this representation is that it 
suggests that adjacent inputs are related to each other. Further, it is difficult to show negative 
relationships. 
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Another useful graphical approach is referred to as conditional sensitivity analysis. In this approach, a 
model output is plotted while the value of a single input is varied. All other inputs are held at their 
median value. This process is repeated, once with all other inputs given high values (i.e., 
corresponding to their 90th percentiles) and again at low values (i.e., 10th percentiles). An example plot 
that can be developed in such an analysis is provided in the Figure 5. 

Figure 5. Conditional sensitivity analysis plot. All inputs were held at their deterministic, high, and 
low values, respectively, while input X was incremented over its range. The result suggests that the 
response to X follows the same general trend when deterministic or low values are used for the other 
inputs. Using high values for the other inputs produces a very different response.   
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Category 3. Deterministic global sensitivity analysis  
While local sensitivity analysis is useful in characterizing the results of localized perturbations in a 
single model input, the purpose of global sensitivity analysis is often to evaluate the output response to 
any combination of input values. Global sensitivity analysis may be carried out deterministically or 
probabilistically. Probabilistic global sensitivity analysis is described as part of Category 4. In a 
deterministic application, data points (i.e., combinations of input values) for evaluation in the model 
are often identified using Design of Experiments (DOE) procedures. DOE procedures have been 
developed to capture first- and often second-order behavior with as few model evaluations as possible. 
A special class of DOE approaches has been developed for use when evaluation is carried out with 
repeatable computer models. These techniques are called Design and Analysis of Computer 
Experiments (DACE) [Sacks et al., 1989].  

Once the set of data points have been evaluated with the model, the input-output relationship is 
modeled. This is often accomplished using a Response Surface Method (RSM) [Box & Draper, 1987; 
Myers & Montgomery, 2002]. The RSM consists of a set of pre-specified equations. Regression-based 
or Bayesian approaches are used to estimate the equations’ parameters. These equations would 
potentially provide valuable information about the input-output relationships of the model. Poor 
selection of the equations may lead to inadequate performance, however. For example, fitting linear 
equations to nonlinear behavior may introduce considerable error. There are standardized RSM model 
formulations, which are reviewed in the context of sensitivity analysis by Frey and Patil [2003]. 

Artificial Neural Network (ANN) [Hopfield, 1982; Fausett, 1994] models are sometimes used as 
alternatives to RSM models. ANNs have advantages in that they provide a very generic and flexible 
model form that is often able to approximate model performance. Extracting useful sensitivity 
information from the internal ANN equations typically is not practical, however. Further, “training” an 
ANN may require a large amount of data. 

Another use for RSM and ANNs is as a replacement for the original model within a probabilistic 
global sensitivity analysis (see Category 4) or within an iterative optimization procedure. Use 
within a probabilistic procedure such as MC simulation would provide computational benefits only if it 
required fewer model evaluations to generate the reduced form model than to carry out a full Monte 
Carlo simulation. Of course, use of the RSM or ANN would introduce some additional error since it 
would typically not be able to duplicate model outputs.  

In iterative optimization, a design objective and a set of design constraints are provided by a user. An 
algorithm then iteratively tests various decision variable values to maximize the objective while 
meeting the stated constraints. Error introduced in developing the reduced form model has the potential 
to cause the optimization procedure to converge to suboptimal or infeasible solution. To address errors 
introduced in generating the reduced form model, it may be advantageous to use the full model 
occasionally in the analysis, within a final “fine-tuning” step, or as a verification step at the end of 
optimization. Using the full-scale model in any of these capacities decreases the computational 
advantages of using the reduced-form model, however.    

A RSM or ANN can also be fit to the output of Monte Carlo simulation. This is a probabilistic global 
sensitivity analysis approach, and thus is discussed below in Category 4b.  

Category 4. Probabilistic global sensitivity and uncertainty analysis  
An initial step in probabilistic global sensitivity and uncertainty analysis is the propagation of the 
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distributions of model inputs through the model to obtain distributions on model outputs. Propagation 
techniques may be analytical or numerical. For most real-world applications involving complex, 
nonlinear models, analytical techniques are not tractable. Numerical propagation is typically carried 
out through Monte Carlo simulation techniques. Cullen and Frey [1999] and Saltelli et al. [2000] 
provide reviews of propagation techniques. 

After propagation is complete, the model output realizations are evaluated using uncertainty analysis, 
reliability analysis, and/or sensitivity analysis techniques.[Saltelli et al., 2000] Uncertainty analysis is 
most often described in the literature as simply involving the calculation of the mean and variance of 
the output distribution. It may also involve characterizing the outputs with empirical or parametric 
PDF or CDF plots. Reliability analysis is used when it is desirable to determine the probability that a 
threshold value for a model output will or will not be exceeded. For example, it may be of interest to 
determine the probability of failure for a particular design or strategy, such as the probability that a 
critical pollutant concentration will be exceeded. One minus the probability of failure is the reliability, 
which also is of use in many problem contexts. These probabilities can easily be deduced for any 
output threshold value by examining either the output data or the corresponding empirical CDF plot.  

The goal of sensitivity analysis is to relate changes in the outputs with changes in inputs. Analyzing 
MC simulation results provides global sensitivity information, in contrast to the local sensitivity 
analysis procedures discussed previously. Global sensitivity analysis procedures can be categorized as 
being regression-based and variance-based procedures. Regression-based procedures analyze the 
linear or ranked correlation among inputs and outputs of a model. Variance-based sensitivity analysis 
procedures analyze the effect on output variance of the variance on inputs. Some variance-based 
procedures are able to quantitatively apportion output variance to specific inputs.  

Information obtained from these classes of techniques is of use in identifying and ranking key causes 
of variance in the model output. Further, if input uncertainty and variability can be differentiated, the 
results may allow a modeler or analyst to prioritize how to most appropriately focus resources to 
reduce output uncertainty. Probabilistic global sensitivity techniques are described below under the 
categories of propagation techniques and sensitivity techniques. Uncertainty analysis and reliability 
analysis are sufficiently straightforward that they are not discussed in more detail here. 

Category 4a. Propagation Techniques  
The most common techniques for numerical propagation of uncertainty and variability are Monte 
Carlo (MC) simulation techniques. MC simulation essentially performs a multi-dimensional 
numerical integration to produce simulated empirical distributions of the model outputs. This 
integration is accomplished through the following steps. First, the distributions for input variables are 
sampled simultaneously to generate a “realization” of potential inputs to the model. The realization is 
then evaluated with the model and the outputs are recorded. The process of generating a realization and 
evaluating the response is repeated tens to thousands of times. A stopping criterion related to the 
confidence in the mean or a percentile of the output distributions (e.g., using the F-test  or t-test for 
statistical significance [Morgan & Henrion, 1990; StatSoft, 2002]) is sometimes used to terminate the 
simulation. The confidence measure can also be used to evaluate the precision of the analysis and can 
be taken into account when making inferences or comparisons. 

A variety of sampling methods are available for generating realizations by sampling from the input 
distributions. In MC sampling [Morgan & Henrion, 1990; Saltelli et al., 2000], often referred to as 
‘crude MC sampling’ or ‘simple MC sampling’, input values are selected at random from the 
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distribution. For models that involve linear or monotonically nonlinear relationships between inputs 
and outputs, Latin Hypercube Sampling (LHS)[McKay et al., 1979; Iman et al., 1980; Morgan & 
Henrion, 1990; Saltelli et al., 2000], a stratified sampling technique, has been demonstrated to provide 
similar output distributions to MC sampling with considerably fewer model evaluations. LHS is carried 
out by dividing the statistical distributions into segments of equal probability (i.e., with equal area 
under a probability density function). The segments are sampled without repetition, guaranteeing a 
good coverage of the range of potential values. When a segment is sampled, its average value can be 
used. Alternatively, a random point along the segment can be generated. This latter approach provides 
results that more nearly mimic MC sampling, while at the same time guaranteeing good coverage of 
the parameter space.  

Interestingly, LHS sometimes does not outperform MC sampling for models with input-output 
relationships that are non-additive and nonmonotonicly nonlinear [Homma & Saltelli, 1995; Saltelli et 
al., 2000]. For such functions, researchers have had more success with Quasi-MC sampling 
procedures [Bratley & Fox, 1988; Saltelli et al., 2000], such as Sobol’s LPτ sampling [Sobol’ 1967; 
Saltelli et al., 2000] and the winding stairs method [Jansen et al, 1994; Saltelli et al., 2000]. These 
techniques rely on deterministic mathematical functions instead of random or stratified sampling to 
identify input realizations. Quasi-MC procedures also have the advantage of faster convergence than 
MC sampling or LHS. These procedures have not yet been widely by the environmental community, 
which has instead tended to use MC sampling and LHS. 

Recently, the Stochastic Response Surface Method (SRSM) [Isukapalli, 1999; Isukapalli et al., 2001] 
has been introduced as a sampling procedure that may greatly reduce the number of realizations 
required in a MC simulation. The premise behind this approach is that the distributions for model 
outputs are functions of transformed distributions of the model’s inputs. A standard set of such 
transformations is available based on polynomial chaos expansion, and methods exist for 
characterizing correlated distributions. Using these transformations, the model output distributions can 
be represented with an approximate functional form a priori. The goal of the MC simulation then 
becomes the determination of the parameters for this functional form, a process that typically requires 
far fewer realizations than a standard MC simulation in which no output form is assumed. Examples 
using dose-response and air quality models have been demonstrated in which 50 to 90 realizations 
provide output response functions very similar to those obtained using LHS with 1,000 realizations and 
MC sampling with 10,000 realizations. A disadvantage of SRSM is that it is not able to accommodate 
discontinuous input distributions. Also, the technique provides only approximations of the output 
distributions instead of true empirical distributions. Approximations may be sufficient for most 
applications, however. [Isukapalli et al., 1998]      

In each of these sampling techniques, sampling ideally is carried out to maintain any correlations in 
model inputs. For cases where correlated inputs are normally distributed, maintaining correlation is 
straightforward and can be implemented using a covariance matrix [Morgan & Henrion, 1990]. An 
alternative approach for maintaining correlation structure is restricted pairing [Iman & Conover 
1982; Saltelli et al. 2000; Morgan & Henrion 1990]. Reviews of these techniques suggest that the latter 
is more generally applicable and robust. Some information within the data is lost when relying on 
ranks, however, and users should verify that the simulated correlations are consistent with the users 
intent. Viewing the inputs within a scatterplots may be helpful for this purpose.   

Particularly in risk analysis applications, one may be more interested in evaluating realizations that 
involve input values selected from the tails of input distributions. Importance sampling [Clark, 1961; 
Saltelli et al. 2000], a technique that can potentially be carried out with any of these sampling 
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procedures, allows a modeler to specify that samples are to be drawn from a portion of an input’s 
distribution with increased frequency. This is achieved by providing a sampling distribution that is 
different from the probabilistic distribution. Once a sample is taken from the sampling distribution and 
the model evaluation is complete, probabilistic distribution is used to “correct” the likelihood of the 
output values occurring.  Although importance sampling is discussed often in the literature, few 
applications are reported in practice.   

If variability and uncertainty for a model input can be disaggregated and characterized, two-
dimensional (2D) sampling approaches [Frey, 1992; Frey & Rhodes, 1996] are applicable. For 
example, if there is uncertainty in the parameters of a model input’s distribution, the distribution 
parameters can first be sampled to obtain a realization of the distribution itself. This realized 
distribution is then be sampled to obtain a realization of the model input value. This process is repeated 
to obtain each model input realization.  

Category 4b. Global Sensitivity Analysis Techniques      
Once Monte Carlo realizations have been evaluated with the model, global sensitivity analysis 
techniques can be employed to characterize the sensitivities in model outputs to the magnitude and/or 
variance in model inputs. One of the simplest techniques for evaluating global sensitivities is the use of 
scatterplots to plot the realizations of an input parameter versus the resulting output values. The plot 
can provide considerable visual clues about dependencies. A variant of the scatterplot is the 
scatterplot matrix [NIST/SEMATECH, 1998; StatSoft, 2002], which lays out scatterplots between 
variable/uncertain inputs and outputs into a matrix format that facilitates comparison. An example of a 
scatterplot matrix is provided in Figure 6. 

 

Figure 6. Scatterplot matrix for conveying dependencies among inputs and outputs. 
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Correlation coefficients, which are special cases of regression-based analysis, are often very 
useful.[Saltelli et al., 2000] The Pearson correlation coefficient, for example, can be used to 
characterize the degree of linear correlation between sampled values of a model input and output. At 
the extremes, a value of 1.0 suggests the variables are perfectly correlated. A value of –1.0 suggests 
perfect negative correlation. A value of 0.0 suggests that the variables are uncorrelated. The coefficient 
can be calculated for multiple input-output pairs individually, and the resulting correlation values can 
be used to rank the inputs with respect to influence on the output. If there is periodicity in the data, 
however, then time series methods are likely to be more appropriate. 

If the relationship between an input and an output is nonlinear but monotonic, a Rank Correlation 
Coefficient (RCC), also called the Spearman correlation coefficient [Conover, 1980], provides 
superior performance. This technique correlates the rank (after sorting) of inputs with the rank of 
outputs, but does not consider the magnitude of either directly. Where there are interacting effects 
between inputs, the use of a Partial Correlation Coefficient (PCC) may be most appropriate. PCCs 
statistically remove the effects of interactions among inputs. For models that involve nonmonotonicly 
nonlinear transformations between inputs and outputs, these various types of correlation coefficients 
are of limited applicability and may provide misleading results.       

Linear regression-based approaches improve upon correlation coefficients by evaluating the influence 
of various model inputs simultaneously.[Saltelli et al., 2000] The regression coefficients on each term 
of the regression equation provide insight into the relative significance of the impact of each term. The 
magnitudes of the various terms cannot be compared directly, however, if the inputs have different 
units or ranges. To facilitate comparison, it is generally recommended that the terms be standardized 
such that the inputs are normally distributed about zero with a standard deviation of 1. After this 
transformation, the magnitudes of the resulting Standardized Regression Coefficients (SRCs) can be 
compared directly. Linear regression can also be carried out using rankings for data instead of true 
values, resulting in the determination of Ranked Regression Coefficients (RRCs). Use of RRCs 
improves performance on monotonically nonlinear problems. Ranks can also be standardized, resulting 
in Standardized Ranked Regression Coefficients (SRRCs). There is little real advantage of using 
SRRCs over RRCs, however, since ranking already standardizes the inputs between 1 and n, where n is 
the number of sample values. 

Rank-based regression approaches are applicable to linear input functions, and are also useful for 
nonlinear, monotonic functions. Similar to correlation coefficients, application of regression-based 
approaches to nonmonotonic nonlinear functions is problematic and may provide misleading results. 
The Spearman correlation coefficient is a useful screening tool to determine whether or not the 
model input-output relationships are monotonic, and thus appropriate for ranked-regression 
approaches.   

It should be noted that linear regression models are not exclusively limited in application to linear and 
monotonically nonlinear functions. Regression models provide a linear combination of basis functions. 
The simplest linear regression model is a linear combination of one or more inputs, all raised to the 
power of 1. For many problems, it may be appropriate to use nonlinear basis functions, which might 
include higher order terms and terms that include algebraic combinations of inputs. Specification of 
such basis functions often requires insight into the functional relationships among inputs and outputs, 
such as could potentially be obtained in a conditional sensitivity analysis. 

An important aspect of regression-based approaches is the determination of which independent 
variables (i.e., the model inputs) to include in the regression equation. Several factors guide this 
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decision. If a set of input variables is highly correlated, only one of the correlated variables should be 
included in the regression equation. As an alternative, principal component analysis (PCA) 
[O’Connell, 1974; Saltelli et al., 2000] can be used to create a set of independent variates, which can 
then be used in the regression analysis. 

To facilitate understanding of regression-derived equations, it may be advantageous to limit the 
number of independent variables. Stepwise regression [Helton, 1993; Saltelli et al., 2000] is a useful 
approach for addressing these issues. In stepwise regression, variables are added to the regression 
model one at a time, in order of greatest influence to least (e.g., at each iteration, all variables are tested 
to evaluate which to add). Since the influence of each additional variable is less than that of the 
previous variables, the process of adding new variables can be terminated when variable coefficients 
become sufficiently small that the term has little effect on the output. A significance test (e.g., the t-
test) can be used to identify the coefficient threshold associated with a desired level of significance, 
allowing the stopping criterion to have a statistical basis. Stepwise regression also facilitates the 
identification of highly correlated variables, allowing them to be excluded from the regression model.   

Another concern in regression-based approaches is the introduction of error by over-fitting the 
available model input-output data. The Predicted Sum of Squares (PRESS) [Allen, 1971; Saltelli et 
al., 2000] approach has been suggested to guard against over-fitting. In this approach, the robustness of 
alternative regression formulations is evaluated by iteratively removing individual data points from 
dataset and evaluating the error associated with using the regression model to predict the missing 
dependent value. The model formulation that performs the best over this set of iterations is selected. 
Weighting can also be used such that formulations are penalized disproportionately when the fit is 
particularly bad for one or more iterations. Another alternative for avoiding over-fitting is cross-
validation.[Witten & Frank, 1999] In cross-validation, the model is built on a sampled subset of the 
data and tested on the remaining data. This process is repeated, often for ten or more iterations. The 
average performance over these iterations is used to characterize the quality of the fit. Testing multiple 
regression model formulations with this approach allows a robust formulation to be identified. 

A major limitation of regression-based approaches is their assumption that relationship between model 
inputs and outputs takes on a known form (e.g., linear, monotonically nonlinear, pre-specified 
nonlinear terms, etc). Since the input and output relationships for many models cannot be readily 
encoded in regression equations, there is a need for techniques that can be applied independent of 
model form. One such approach is multi-factor ANOVA [Archer et al., 1997; StatSoft, 2002; Frey & 
Patil, 2002], or MANOVA, a variance-based sensitivity approach. ANOVA and MANOVA are 
referred to as simply ANOVA in this document. ANOVA is used to quantitatively gage the 
relationship between the variation in one or more model inputs and the changes in the mean of a model 
output parameter.  

To perform ANOVA, the model output values are binned as a function of their corresponding inputs. 
The influence of the inputs can then be evaluated by comparing the mean output value for each bin 
with that of the entire dataset. The statistical significance of input-output relationships can be tested 
using the F- or t-tests. The t-test is used to evaluate the hypothesis that the means of two groups of data 
are equivalent, whereas the F-test evaluates whether the variances are equivalent. ANOVA allows both 
first-order and higher-order influences to be characterized, and both discrete and real data can be 
evaluated. Further, ANOVA can be used to evaluate how an output will change with respect to a 
change in a particular input while other inputs are held at specific values. This type of evaluation is 
referred to as contrasts. 
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ANOVA requires the assumption that the output values within each bin and across bins are normally 
distributed about their mean. This assumption is related to the Central Limit Theorem, which states 
that the sampling distribution of the mean will approach a normal distribution as the number of sample 
sizes increases.[StatSoft, 2002] Thus, the assumption tends to be robust and valid within an ANOVA 
analysis if the sampling is random (or approximately random) and the number of samples represented 
in the bin is sufficient. [Lindman, 1974; StatSoft, 2002]  

In practice, the sampling distribution of the mean is generally assumed to approximate the normal 
distribution after approximately 30 samples. Thus there ideally would be 30 or more samples for each 
bin. For a simple ANOVA analyses, the assumption of normality and the corresponding computational 
requirements may not be an issue. If the analysis involves multiple inputs, each divided into multiple 
ranges, obtaining a sufficient number of realizations can create a computational burden. ANOVA can 
be carried out with fewer samples per bin, although this may lead to ambiguity in the ranking of inputs. 
Also, fewer samples would affect the precision of t- and F-tests, although these tests are only necessary 
if statistical significance is to be quantitatively evaluated. 

Thus, in performing ANOVA and related techniques, it is helpful to identify the most influential inputs 
and to limit the analysis to these inputs. Determining which inputs to include can be accomplished with 
local sensitivity analysis or with PCA. 

Another assumption in ANOVA is that there is no covariance from one bin to another. Violation of this 
assumption can be more problematic, but can be addressed to some extent via an implementation of 
ANOVA called ANCOVA. If covariances are non-homogeneous across bins, ANCOVA can lead to 
incorrect results, however.[StatSoft, 2002]   

Other variants of ANOVA include the Chi-Square analysis of variance technique and the Kruskal-
Wallis test.[Saltelli et al., 2000] The Chi-Square analysis of variance technique is analogous to 
ANOVA, but investigates how inputs affect the median instead of mean. The Kruskal-Wallis test is 
also similar, but uses ranked values comparing medians. Tests associated with these three techniques 
(ANOVA, Chi-Square, and Kruskal-Wallis) are sometimes referred to as tests for common means, 
common medians, and common locations, respectively.  

Alternatively, simplified versions of ANOVA can be carried out. One such approach is the two-
sample test [Conover, 1980; Saltelli et al., 2000]. In this approach, the population of input-output pairs 
is sorted by the value of a particular input parameter. The top half and bottom half of points in this 
ordering are separated and the F- or t-test is used to evaluate whether the mean output values within the 
subpopulations are statistically different. The test can be repeated for other inputs, and the results of 
the F- or t-test used to rank the relative influence of each parameter. While this approach is 
conceptually simple, shortcomings related to robustness have been identified. For example, the results 
may differ depending on how the initial data set is partitioned.[Saltelli et al., 2000] 

Many variance-based techniques seek to decompose variance to determine the contribution of each 
input parameter to overall output variance. One such approach is correlation ratios [McKay, 1995; 
Saltelli et al., 2000]. In correlation ratios, iterative Monte Carlo simulations are made. In the first 
iteration, a Monte Carlo simulation is completed and the variance of the output parameter is recorded. 
Next, the simulation is repeated n times, once for each variable/uncertain parameter. In each iteration, a 
different variable or uncertain parameter is replaced with its deterministic value. The correlation ratio 
for that parameter is the ratio of the output variance in that iteration to that of the output variance in the 
first iteration. Thus, the higher the ratio, the lesser the influence of that parameter. A very similar 
technique is mutual information indexes (MII) [Critchfield & Willard, 1986]. The difference is that 
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MII uses a mathematical transformation to calculate an index for each input that represents the amount 
of information about the output variance that is provided by that input.  

Frey and Rubin [1992] and Cullen & Frey [1999] describe a related technique referred to as 
probabilistic sensitivity analysis. In this iterative approach, single inputs or groups of inputs are 
assumed to be probabilistic while others are assumed to deterministic. The analysis is repeated, but the 
probabilistic inputs are made deterministic, and vice-versa. CDFs are plotted for the model outputs 
under each case. The results can provide considerable insight into how input variance affects the 
CDFs. An example is provided in Figure 7.    

 

Figure 7. Probabilistic sensitivity analysis plot. In this example, Input 1 appears to have a 
considerable effect on magnitude of output Y and on the shape of the upper tail of the curve. The other 
inputs appear to contribute more to the overall variance of output Y. 
 

 

 

 

 

 

 

 

 

 

 

Other variance-based approaches apportion variance using different methodologies. Sobol’s methods 
[Sobol, 1990: 1993; Saltelli et al., 2000] are variance-based methods based on Total Sensitivity 
Indices (TSI) that take into account interaction effects. The TSI of an input is defined as the sum of all 
of the sensitivity indices involving that input. The TSI involves first order effects as well as those of 
higher orders. Sobol’s methods are implemented by decomposing the input-output modeled 
relationship into summands of increasing dimensionality. Solving the resulting equation to obtain 
sensitivity indices requires the use of numerical integration, and is thus typically highly 
computationally intensive. 

The Fourier Amplitude Sensitivity Test (FAST) [Cukier et al., 1973; Saltelli et al., 2000] is another 
variance-based global sensitivity and uncertainty analysis procedure. Similar to Sobol’s methods, 
FAST provides first order indices and TSI for model input variables and is independent of model 
structure. The main difference between FAST and Sobol’s methods is the method by which the multi-
dimensional integrals are calculated. Where Sobol’s uses a MC integration procedure, FAST uses a 
pattern search based on a sinusoidal function. The original version of FAST was not efficient for 
evaluating higher order terms. An extended version that was developed by Saltelli et al. (1999) is able 
to account for higher order terms more efficiently than Sobol’s methods.  

Output Y 

CDF 
1.0 
 
 
 
 
0.5 
 
 
 
 
0.0 

All probabilistic 
All but Input 1 probabilistic
Only Input 1 probabilistic 



 25

Once sensitivity indices have been developed for inputs, there are a variety of graphical approaches 
that allow the indices to be readily viewed and compared by a modeler or analyst. Common graphs 
include tornado and radar graphs [Saltelli et al., 2000] (see Figures 3 and 4, respectively). 

Other Approaches 
A variety of additional S/U methodologies are available that do not readily fall into the categories as 
presented above. One class of such methodologies includes Classification and Regression Trees 
(CART) [Breiman et al., 1984; StatSoft, 2002]. An implementation of CART is the M5-Prime 
algorithm [Witten & Frank, 1999]. The goal of CART algorithms is to take a large set of data points 
and divide the data into subsets with similar characteristics or relationships. The categorizations 
themselves and the relationships defined within each category (possibly in the form of a regression 
model) may provide valuable insight. For example, in an application in air pollution control, one might 
use CART to identify that high pollutant concentrations occurred under conditions of high temperature, 
low humidity, and low wind speed. Frey et al. 2003 demonstrate the use of CART with food safety risk 
models. Key insights provided by the application include the existence of thresholds and complex 
interactions. 

Another class of S/U methodologies includes limit surface approaches and First and Second Order 
Reliability Methods (FORM and SORM, respectively) [Saltelli et al., 2000; Eldred et al., 2002]. In 
limit surface approaches, a surface is generated in parameter space that differentiates between points 
that meet and those that do not meet some failure criterion. This surface can be determined through 
evaluating points above and below the surface and interpolating to determine points along the surface. 
These points can then be connected using a technique such as Kriging. While it requires a number of 
model evaluations to generate the limit surface, this number is typically less than is required in a MC 
simulation. Once the surface has been generated, realizations of the inputs can be sampled and 
evaluated for failure using the limit surface (i.e., without additional model evaluations). 

Where variance-based S/U approaches seek to attribute output variance to various inputs, FORM and 
SORM seek to determine the contribution of each input parameter to the probability of failure. FORM 
and SORM are very similar to limit surface approaches in that they also create a failure surface. The 
mechanism for generating this surface is quite different, however, and relies on the determination of a 
“design point” using an optimization algorithm. This process can be problematic if the problem is 
highly nonlinear, since global optimization algorithms (e.g., genetic algorithms [Goldberg, 1989] or 
simulated annealing [Kirkpatrick et al., 1983]) can be computationally expensive.   

Evaluation  
The above taxonomy of S/U analysis techniques describes a wealth of approaches for evaluating 
sensitivities and uncertainties in environmental models. Of the four categories of techniques, the most 
critical S/U functionality resides in Categories 1, 2, and 4: characterization of variability and 
uncertainty, local sensitivity analysis, and probabilistic global sensitivity and uncertainty analysis. 
Category 3, deterministic global sensitivity analysis, is typically carried out in specialized applications 
where a fast surrogate for a complex model is needed. Thus, it is not considered to be critical for most 
applications.  

The requirements for this report, as outlined by EPA, suggest that we are to assume the users of the 
future MIMS S/U tool have previously determined statistical and/or empirical distributions describing 
input parameter variance. It is arguable that many users would have difficulty in specifying these 
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distributions, however, and that a comprehensive S/U tool should support this activity. Thus, it is not 
unreasonable to envision the MIMS S/U tool eventually providing parameter estimation as an option. 
Further, bootstrap simulation is desirable because of its ability to characterize uncertainty in 
distribution parameters. GLUE and MCMC are also techniques that should be considered since they 
are increasingly being applied in practice. Also, these techniques are applicable to environmental 
applications in which monitoring data are available. At this time, however, GLUE and MCMC are not 
deemed to be as critical to MIMS S/U Tool functionality as parameter estimation and bootstrap 
simulation.   

Local sensitivity analysis is an important S/U feature because of its ability to screen the uncertain and 
variable inputs to predict which inputs have the largest influence on model outputs. Used prior to a 
global probabilistic sensitivity analysis, this can greatly reduce the associated computational 
requirements. Thus, it is very important that the MIMS S/U tool support NRSA. This feature should 
allow a MIMS user to specify parameter ranges arbitrarily or via percent change from the deterministic 
value. It is also should flag variables that appear to exhibit nonlinear responses to changes in inputs 
since this may be useful in identifying the most appropriate global probabilistic analysis approach to 
employ. The user should be made aware that nonlinearities and dependencies among inputs results 
could negatively affect the reliability of any sensitivity indices that are obtained. 

The NRSA outputs should include a high-middle-low graph and a table comparing resulting 
sensitivity indices. If practical, tornado graphs should also be supported. Radar plots are not 
recommended since they visually imply a relationship between adjacent variables that may not exist. 
Matrix sensitivity analysis provides some capability to detect second order interactions. Compared to 
global sensitivity analysis, this capability is limited, however. The technique is thus given a low 
priority.      

For global probabilistic sensitivity and uncertainty analysis, both propagation and analysis capabilities 
are necessary. For propagation, any sampling technique that is implemented should be able to: i) 
sample from statistical or empirical distributions, ii) handle correlations in input variables, and iii) 
appropriately deal with variability and uncertainty through supporting 2D sampling. MC sampling 
and LHS (with random sampling from each segment) are capable of meeting these three requirements 
and should be supported. Further, MC sampling is required for bootstrap simulation. These two 
techniques are common in nearly all S/U software that is currently available. In addition, the literature 
suggests that Quasi-MC sampling may provide faster convergence and better behavior for 
nonmonotonically nonlinear functions. These advantages suggest that Quasi-MC sampling should be 
considered for inclusion. For maintaining correlations, it is suggested that the restrictive pairing 
technique be used because of its robustness and applicability to non-normal distributions. In addition, 
covariance matrix correlation should also be supported since many users will be familiar with this 
approach and since the correlation coefficients used in the matrix are easily obtained. Further, it is 
desirable, although possibly not necessary, that importance sampling be supported. Because of the 
purported computational advantages associated with the SRSM, this and similar approaches should be 
evaluated further for potential inclusion in the MIMS S/U tool.  

Uncertainty and reliability analysis procedures for analyzing MC simulation outputs are readily 
implemented and provide useful insight. Thus, calculation of mean and variance on output 
distributions should be included. Similarly, calculating probability of failure (i.e., that an target 
threshold for an output will be exceeded) is straightforward and is also of use in many environmental 
applications. Thus, this functionality should be included in the MIMS S/U tool. The MIMS S/U GUI 
must thus allow the user to specify the failure thresholds. The ability to plot the input and output 
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parameter distributions is also necessary. Cumulative distribution function (CDF) plots are typically 
the most useful compact and quantitative summary of a distribution, since it is possible to directly read 
from the graph the numerical value of the quantity associated with a given percentile of the 
distribution.  The mean can be depicted graphically on the CDF using a large dot, and in general the 
mean does not occur at the median (50th percentile). CDFs plots should therefore be supported. In 
addition, the ability to place multiple CDFs on the sample plot for comparison is desirable. For 
probabilistic CDFs generated by bootstrap simulation, confidence intervals on the mean, median, 
percentiles, or on the entire CDF can be depicted graphically. Some users may also find probability 
density functions (PDFs) plots and histograms to be of use, so it may be advantageous to support 
these plots. It should be noted, however, that PDFs can appear very “noisy” and inexperienced users 
can place too much emphasis on random artifacts. CDFs tend to be much smoother, thereby avoiding 
some problems with respect to interpretation. Therefore, PDFs and histograms are given a lower 
priority than CDFs. In addition, scatterplots, and scatterplot matrices are very useful for conveying 
sensitivities between inputs and outputs.  

While a wide range of additional sensitivity analysis techniques for MC outputs exist, the nature and 
characteristics of environmental models make some of the approaches more readily applicable than 
others. For example, the nonlinearities often associated with many environmental phenomena may 
limit the applicability of correlation coefficient- and many regression-based approaches since these 
rely on the assumed, pre-specified relationship between model inputs and outputs (e.g., linear). To 
address problems with monotonic nonlinear behavior, it is recommended that the S/U tool support 
ranked regression coefficients. Since software used to support ranked regression coefficients also 
will likely support regression coefficients and standardized regression coefficients, it may be 
possible to provide these capabilities with little effort. It is also recommended that the regression 
approach support higher order or more complex terms, if specified by the user. 

To facilitate parameter selection and avoid problems associated with highly correlated inputs, a step-
wise regression approach should be implemented. In addition, the Spearman correlation coefficient 
should be used to evaluate the appropriateness of using ranking (i.e., to ensure the relationship is 
sufficiently linear or monotonic). A technique such as PRESS or cross-validation should be used to 
evaluate alternative regression model formulations to improve robustness through avoiding over-
fitting.   

Since many environmental models may exhibit nonmonotonic nonlinear behavior, it is also very 
important that sensitivity analysis techniques that are independent of model form be provided in the 
MIMS S/U tool. Of the available techniques, it appears that ANOVA may be the most readily 
implemented since it is conceptually straightforward and is supported by a wide range of statistical 
software. If Chi Square and Krustal-Wallis analyses are also supported by the same software used to 
implement ANOVA, it may be advantageous to support this approach as well. Two-sample tests 
provide limited functionality compared to these approaches and are thus not recommended.    

Support for FAST is also potentially desirable since it is model-independent and is able to calculate a 
TSI metric.  A detracting feature of FAST is that it is much more conceptually challenging than many 
other S/U approaches. This has, and will likely continue, to limit its use in practice. For this reason, 
FAST is given a low priority, but it is suggested that it be included if resources permit. Since the 
literature suggests that FAST is more efficient than Sobols’ methods, Sobols’ methods are not 
recommended for inclusion in the MIMS S/U tool.    

The correlation ratios and MII methods are not recommended because of the computational 
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challenges involved with executing n+1 MC simulations for a problem with n variable or uncertain 
inputs. However, the ability to consider uncertainties only in selected inputs or groups of inputs is a 
useful feature and should be included.  

Techniques such as CART may provide very useful functionality in evaluating model sensitivities. 
CART and related techniques are supported in some public domain software that could readily be 
integrated with MIMS. Thus, these techniques should be considered for inclusion, but are not required 
and are given a lower priority. Lastly, while limit surface techniques, FORM, and SORM may offer 
some computational advantages in the context of reliability analysis, reliability analysis is only a small 
component of S/U analysis and can be carried out using MC simulation results. These techniques are 
thus not recommended for inclusion in the MIMS S/U tool.  

Given this evaluation of various S/U methodologies, we have prioritized the methodologies into 
categories of high, medium, and low. High priority connotes that the technique is required to provide 
minimum expected S/U functionality. Medium priority methodologies are desirable, but not necessary. 
Low priority methodologies would only be implemented if resources were sufficient. 
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Table 1. Prioritization of S/U methodologies for integration into the MIMS S/U Tool. 
High Priority 

Category Methodology 

Characterization of variability and 
uncertainty 

Parameter estimation, including selection of distributions, one or more algorithms 
for estimating parameter values, and multiple goodness-of-fit metrics 

Bootstrap simulation, including plotting of a CDF with confidence intervals 

Local sensitivity analysis NRSA 

High-middle-low graph 

Global probabilistic S/U analysis Scatterplots 

CDF plots for model inputs and outputs 

Calculation of output mean, median, variance, and percentiles, including 
confidence intervals on the mean and median (based on sample size and variance) 

Reliability analysis 

Regression-based sensitivity procedures, including a stepwise regression 
implementation, Spearman correlation test, and PRESS or other technique for 
avoiding over-fitting. 

Multi-factor ANOVA 

Global probabilistic S/U propagation MC sampling and LHS (with random sampling from selected segments), with 
support for restricted pairing, empirical distributions, and 2D sampling 

Medium Priority 

Characterization of variability and 
uncertainty 

Scatterplots to confirm simulations of correlations 

Plotting of CDFs developed through bootstrap simulation, including confidence 
intervals 

Local sensitivity analysis Tornado graphs of sensitivity indices 

Global probabilistic S/U propagation More efficient sampling procedures, such as Quasi-MC and SRSM 

Global probabilistic S/U analysis Scatterplot matrices 

Standardized ranked regression coefficients 

Low Priority 

Local sensitivity analysis Matrix sensitivity analysis 

Global probabilistic S/U propagation PDFs and histograms 

Importance sampling 

Global probabilistic S/U analysis Chi-Square and Krustal-Wallis analysis of variance 

CART 

FAST 
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III. Software Review 
A number of software programs were investigated to determine whether or not existing packages could 
provide all or part of the desired S/U functionality for a MIMS S/U Tool. To this end, we have 
evaluated the prototype MIMS-compatible S/U tool being developed by the team at NCSU (referred to 
here as the NCSU S/U tool) and have characterized the S/U functionality in the follow open source, 
public domain software: TRIM, PEST, DAKOTA, UNCERT, UCODE, R, AuvTool, and WEKA. 
Additionally, a few commercial packages were examined to determine if additional features within 
these packages would be desirable. Commercial software programs that were evaluated included 
EnvironmentalStatistics, Crystal Ball, Analytica, and SimLab. A brief summary of each software 
program is described below.  The software programs have been divided into two categories: those that 
are most relevant to the MIMS S/U tool and those of limited relevance.  

Relevant Software 
The NCSU S/U Tool, TRIM, AuvTool, R, DAKOTA, WEKA, and SimLab have been determined to 
provide functionality and/or libraries that are pertinent to the development of the MIMS S/U Tool. 
Each of these software programs are described below. 

NCSU S/U Tool:  
[www.ce.ncsu.edu]  

The NCSU S/U tool has been developed under a cooperative agreement between the US EPA, MCNC, 
N.C. State University, and the University of North Carolina at Chapel Hill. The overall goal of the 
project is to develop, integrate, and demonstrate urban watershed decision support tools for S/U 
analysis and optimization within MIMS.  

Development of S/U functionality has led to the design and implementation of an S/U tool that can be 
operated in a stand-alone mode or in conjunction with MIMS. Since the N.C. State University team has 
been the primary developer of the S/U tool, it is referred to here as the NCSU S/U Tool. Used in 
conjunction with MIMS, the S/U tool allows a user to identify scenario inputs to be considered as 
variable or uncertain. For each such parameter, the user can select a distribution and distribution 
parameters. Using an extension of the MIMS iterator object, the distributions can be sampled and the 
realizations evaluated within MIMS. Sampling approaches supported include simple MC sampling and 
LHS. Sampling will soon be able to take into account correlations in inputs using a covariance matrix 
approach, although this feature is not complete. Importance sampling is a supported option. Post-
processing features allow the model outputs to be displayed on a histogram, the mean and variance of 
the output distribution to be calculated, and a probability of exceeding an output threshold to be 
estimated. In addition, rank regression correlation coefficients can be calculated and used to rank the 
relative influence of model inputs.   

With these features, the NCSU S/U Tool provides a considerable amount of the functionality desired in 
the MIMS S/U tool. The package is written in Java and has been integrated and demonstrated within 
the MIMS framework. Since the tool was developed under a cooperative agreement, it is open source 
and the code is readily available. Limited JUnit testing has been carried out, although a team from the 
Computer Science Department at the University of North Carolina at Chapel Hill (UNC) is evaluating 
and augmenting the test suite. The UNC team is also examining the code structure and is refactoring 
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the code where it appears that modifications would lead to increased maintainability and improved 
functionality. While the current state of the code is likely not of commercial software quality, the 
design process carried out by NCSU and the refactoring and testing carried out by UNC have resulted 
in a promising software tool that could potentially be used as the basis for a MIMS S/U tools. The code 
should be examined and tested in detail, however, to determine its robustness and verify its 
functionality. The fact that the NCSU S/U Tool has already been integrated with MIMS will facilitate 
the development process. Alternatively, if the MIMS S/U Tool is to be developed independent of the 
NCSU S/U Tool, the NCSU S/U Tool design and integration will be of great use in determining the 
design and structure of the new tool.  

There are currently several limitations to NCSU S/U tool that must be considered. One limitation is the 
reliance on the proprietary OR Objects library for regression and inverse CDF functionality. The 
licensing on this library would not be compatible with MIMS. These functions could potentially be 
replaced with public domain software, including the distribution code from TRIM and the regression 
functionality within R. Other potential improvements include improvements to the functionally and 
usability of the GUI and a mechanism for storing and cataloging simulation results. The S/U 
implementation within TRIM may provide GUI and data management code that could be extracted to 
provide this functionality.    

TRIM:  
[www.epa.gov/ttn/atw/urban/trim/trimpg.html]  

The Total Risk Integrated Methodology (TRIM) is a software tool currently being developed by the 
US EPA’s Office of Air Quality Planning and Standards. The goal of TRIM is to model the transport 
of pollutants across an ecosystem, identifying the risk to various biota and fauna. Among the features 
of TRIM are the abilities to perform local sensitivity analysis and to propagate uncertainties through 
the pollutant fate portion of the ecosystem model. The sensitivity analysis feature allows the user to 
select the model inputs of interest. The user then specifies a percent perturbation. TRIM then perturbs 
the inputs individually, holding the other inputs at their deterministic values. For each parameter, a 
sensitivity index is calculated based on the magnitude of change in a response variable. After the 
sensitivity run is complete, the inputs and sensitivity indices can be displayed in a table. The Monte 
Carlo analysis feature uses a GUI very similar to the sensitivity GUI, allowing a user to select the 
parameter to be considered in the analysis. A separate textual file is used to define the distributions for 
variable or uncertain inputs. Variability and uncertainty is propagated through the model using either 
simple MC sampling or LHS. Currently, the results of the MC simulation are stored in a file and must 
be analyzed by the user outside of TRIM. Thus, no probabilistic sensitivity analysis feature is 
provided.  

Compared to the functionality outlined as being desirable for a MIMS S/U tool, TRIM implements 
only a portion. Nonetheless, several components of TRIM may be of use within the MIMS tool. In 
particular, the TRIM GUIs for sensitivity analysis and MC simulation provide a straightforward 
interface for selecting inputs and outputs and for carrying out analyses. These GUIs could potentially 
be adapted for use within the MIMS S/U tool. Further, TRIM addresses many important issues 
regarding storage of MC simulation results. Such a feature will likely need to be built into the MIMS 
S/U tool, so TRIM may provide a good starting point to implement data management functionality. In 
addition, the code within TRIM for sampling from parameter distributions does not have the licensing 
restrictions associated with the NCSU S/U tool. This code could potentially be extracted and used to 
replace restricted code within the NCSU S/U tool or elsewhere.    
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AuvTool:  
[www4.ncsu.edu/~frey/freytech.html]  

AuvTool was created to characterize the variability and uncertainty of model inputs, specifically for 
the US EPA’s Stochastic Human Exposure Dose Simulation (SHEDS) model. However, it is not 
restricted solely for use with SHEDS. It provides tools for fitting distributions to model data and 
allows the user to specify a particular distribution and examine associated goodness-of-fit statistics (K-
S and Anderson Darling tests). Multiple distributions can be used on a single set of data. The AuvTool 
uses both Method of Matching Moment (MoMM) and Maximum Likelihood Estimation (MLE) to 
estimate parameter values. The tool also provides methods for characterizing the variability and 
uncertainty of the data by performing bootstrap analysis. AuvTool has the following capabilities: (1) 
fitting parametric normal, lognormal, Weibull, gamma, beta, uniform, or symmetric triangular 
distributions using MLE and/or Method of Matching Moments; (2) fitting mixture distributions 
comprised of two component lognormals using MLE; (3) evaluating goodness-of-fit using 
Kolmogorov-Smirnov and/or Anderson-Darling tests; (4) specifying a CDF (either statistical or 
empirical); (5) quantify uncertainty in the statistics of the distribution using parametric or empirical 
bootstrap simulation, as appropriate; (6) characterizing dependence in uncertainties of parameters or 
statistics, and (7) reporting results graphically or in selected data formats. 

The AuvTool, or code derived from AuvTool, would provide MIMS with the capability to fit 
distributions, a feature not provided by any other analyzed open source software program. While 
AuvTool was developed largely in C++, proprietary libraries were used to develop the interface and 
spreadsheet functionality. Specifically, these libraries are Graphics Server [www.graphicsserver.com] 
and Spread [www.fpoint.com]. The former is the basis for the capability to graph data, fitted 
distributions, and bootstrap simulation results. The latter is used for data management. Although the 
development tools are proprietary, the resulting compiled code is not and is distributed without cost to 
the user. It is currently unclear whether the use of these libraries would limit porting of the AuvTool 
code to non-Windows PCs.  AuvTool currently has been fully tested on Windows98 PCs.  

There are various possibilities for incorporation of AuvTool either as a stand-alone tool or as a 
component of the MIMS S/U tool. One strategy could be to modify the stand-alone tool as needed so 
that it supports input and output data formats compatible with MIMS. AuvTool could then be made 
available to users of the S/U tool. Alternatively, the nonproprietary source code of AuvTool could be 
extracted and used as the basis for development of a similar open source capability in MIMS. The 
latter approach would require identification and incorporation of an appropriate graphics capability. 
The R software package would potentially provide such functionality. If AuvTool is to be used 
directly, it may be advantageous to incorporate additional capabilities. For example, it would be 
straightforward to incorporate algorithms and codes for the following types of two-dimensional 
probabilistic inputs: (1) bootstrap estimates of uncertainty for distributions of variability fit to censored 
data (i.e., data sets containing missing data); (2) quantification of uncertainty in parametric 
distributions based upon user-specified distributions of uncertainty in parameters; (3) separate 
quantification of a variability component and an uncertainty component for a given input, such as to 
represent true underlying variability as distinct from measurement errors.  The advantage of extending 
AuvTool or a similar type of software to have these capabilities is that it will be possible for the user to 
visualize the implications of specific assumptions prior to inputting these into a MIMS case study. 
Such a capability is an important quality assurance step to make sure that nonsensical results are not 
unknowingly entered into the model.   
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AuvTool has been tested and verified with respect to the algorithms and with regard to the graphical 
user interface and stability in the Windows98 environment. The verification included the following:  
(1) verification of the pseudo-random number generator with regard to uniformity and sample 
independence; (2) verification of the random number generators for specific distributions, including 
normal, lognormal, gamma, Weibull, beta, uniform, and symmetric triangle; (3) verification of 
parameter estimation algorithms, including maximum likelihood estimation and method of matching 
moments; (4) verification of confidence intervals estimated using bootstrap simulation; (5) verification 
of algorithms for goodness-of-fit tests; (6) evaluation of the numerical stability of the bootstrap 
simulation results; and (7) user testing of the interface and evaluation of the stability of the software.  
Because the underlying code is in C++, it should be possible to port AuvTool to other operating 
systems aside from the Windows98 environment that was the focus of the initial development. The set 
of test cases documented could serve as the basis for verification of the code each time it is modified. 

DAKOTA (Design Analysis Kit for Optimization and Terascale Applications):  
[endo.sandia.gov/DAKOTA/software.html] 

DAKOTA is a computational framework for supporting model-based design and analysis activities, 
such as optimization, solving inverse problems, and performing sensitivity and uncertainty analyses. 
To facilitate these computationally intensive tasks, DAKOTA provides an execution engine able to 
distribute computations over a network of computers. Major areas of DAKOTA functionality include:  

• Optimization – DAKOTA supports traditional gradient-based optimization, as well as heuristic 
optimization approaches such as genetic algorithms. DAKOTA also provides the ability to specify 
multi-algorithm hybrid optimization strategies. For example, one could use a genetic algorithm to 
perform global search, followed by a gradient-based algorithm for fine-tuning.  

• Model characterization – DAKOTA supports a range of design of experiments (DOE) approaches. 
The goal of these approaches is to efficiently capture the first and second order relationships within 
a model using a reduced form response surface method (RSM). DAKOTA also includes a module 
that facilitates design and analysis of computer experiments (DACE). DACE approaches are 
similar to DOE but have been tailored for applications involving computer-based models. 
Documentation for DAKOTA’s DACE implementation is very limited. 

• Sensitivity and uncertainty analysis – DAKOTA supports local sensitivity analysis using nominal 
range sensitivity analysis (NRSA) approaches. Perturbations can be described as multidimensional, 
vector, centered, or as a list of user-defined points. For probabilistic analysis, DAKOTA allows 
distributions on inputs to be propagated through the model using MC sampling, LHS, and 
Orthogonal Array sampling. The mean and standard deviation of outputs can be calculated, as well 
as probability of exceeding user-specified thresholds. The method currently supported for global 
sensitivity analysis is “importance factors”, which are computed using the “mean value method.” 
Very limited details are provided about this approach, although the User’s Guide seems to suggest 
that it is a linear regression-based approach. 

• Graphics and plotting – DAKOTA provides some functionality for graphing and plotting. Graphics 
features make use of X-Windows commands, however, requiring emulation on Windows 
computers.    

 
DAKOTA is in release 3.1 currently. The latest version, which was recently released (Spring 2003) 
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includes additional sampling approaches such as Quasi-MC sampling. In addition, version 3.1 
functionality is accessible via a library mode. This will facilitate use of DAKOTA functionality from 
other programs. This capability had not been available previously. Importance sampling is something 
that the DAKOTA developers have expressed some interest in integrating, although there is no current 
timeline for doing so. A Java GUI is expected for release 4.0, which will likely be made public in 
2004. 

With its current feature set, DAKOTA offers some interesting possibilities for potential inclusion 
within the MIMS S/U tool. The DAKOTA libraries could potentially be called upon to perform 
sampling, to carry out DOE and RSM activities, and to analyze MC simulation outputs with the mean 
value method and various plots. For several reasons, however, DAKOTA may not be the most 
appropriate software for inclusion in MIMS. These include:  

• One of DAKOTA’s strengths is its ability to distribute model executions over a network of 
computers. MIMS includes this functionality already 

• The NRSA functionality provided by DAKOTA is flexible and powerful. Compared to other S/U 
analyses, local sensitivity analysis is relatively easily coded. There may therefore be little 
advantage to using DAKOTA for this capability. 

• While DAKOTA supports a wide array of sampling techniques, it has only limited post-MC 
analysis capabilities. Support for ANOVA and possibly other model-independent, variance-based 
sensitivity techniques is desirable. 

• The X-Windows-based graphics routines would require that X-Window emulation be distributed 
with Windows versions of the MIMS S/U tool. This is not desirable as it will potentially require 
more demands for support from the user community.       

 
An advantage of using DAKOTA within the MIMS S/U tool is that this may facilitate integration of 
DAKOTA’s optimization capability within MIMS at a later date.   

The R Project for Statistical Computing:  
[www.r-project.org]  

R is an advanced statistical computing system that is very similar to S and S-PLUS. It can be linked 
with C, C++, and Fortran codes when necessary to run computationally intensive tasks. R includes 
tools for data manipulation, matrix operations, data analysis, graphical displays, linear and nonlinear 
regression, time series analysis, clustering, density estimation, neural networks, and classical statistics. 
Functions provided by R that are relevant to S/U analysis include: multi-factor ANOVA, nonlinear 
least squares regression, scatterplots, scatterplot matrices. R also includes a scripting language that can 
be used to define new functions. R developers have used this language to develop a wide range of 
modules, many of which have been made public domain and are available via the Comprehensive R 
Archive Network (CRAN) [cran.us.r-project.org]. Bootstrapping, rank statistics, MC sampling, 
MCMC, and parameter estimation packages are available via this repository. Custom packages written 
for S and S-PLUS often can be used with R with little modification. In addition, R interfaces to 
GRASS, ArcInfo, and Java (the RJava class) are available. 

With this wide range of features, R has the potential of performing the role of being the “statistics and 
graphics engine” within the MIMS S/U Tool. In this role, R would be used to display scatterplots and 
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scatterplot matrices (as well as other figures), and would be called upon for post-processing MC 
simulation results using regression-based approaches and ANOVA. Graphics function calls to R are 
already supported using the existing MIMS Analysis Engine. R’s statistics features could be invoked 
using the RJava class to call the R functions directly. An advantage of this approach is that the 
calculations would be carried out in R’s C, C++, or FORTRAN libraries, instead of Java, potentially 
improving computational efficiency. It is not recommended that R be used for MC sampling, as this 
functionality is not included in the core R software package and public domain libraries supporting 
MC sampling do not appear to be mature. Further, there appears to be no publicly available module for 
LHS.   

SimLab:  
[sensitivity-analysis.jrc.cec.eu.int/default2.asp?page=SIMLAB] 

The most comprehensive and user-friendly sensitivity and uncertainty analysis package found during 
this study was the package SimLab, a product of the European Commission’s Joint Research Centre, 
Institute for Systems, Informatics, and Safety. The SimLab executable is currently freely available in 
its Beta form. A commercial version will be released soon, however, and sold for several hundred 
dollars. Source code is not available for SimLab, although prototype FORTRAN code is available for 
some algorithms (FAST).  At its core, SimLab steps through the process of performing an uncertainty 
and sensitivity analysis. It is designed in modules: a statistical preprocessor for defining the range and 
distribution of data and then sampling from these ranges and distributions to create a sequence of 
sample elements; a model execution module that evaluates the model in terms of the resulting sample 
elements; and, a statistical post processor for characterizing uncertainty and sensitivity based on the 
model results.   

SimLab is equipped to handle a variety of sampling techniques including Latin Hypercube, the 
specialized sampling approach used with FAST, the Morris method, and MC sampling. The program 
provides many useful outputs from the simulations, including correlation matrices and multiple types 
of correlation coefficient statistics, numerous types of plots (cobweb, histogram, and scatter plots), 
goodness-of-fit tests, rank statistics, and importance measures. With the exception of features for 
characterizing variability and uncertainty and conducting 2D sampling, SimLab provides most of the 
required features for the MIMS S/U Tool. Because of its impending commercial licensing, SimLab is 
not a viable option for inclusion in MIMS. A free beta version of SimLab is available, however, and 
currently can be downloaded for free.     

Waikato Environment for Knowledge Analysis (WEKA):  
[www.cs.waikato.ac.nz/~ml/weka]  

WEKA is an open source, Java software program that includes a large number of algorithms for 
machine learning (the algorithmic component of data-mining). WEKA is produced by the University 
of Waikato in New Zealand and is licensed via the GNU licensing agreement. The leaders of the 
WEKA project have also produced a book called “Data Mining – Practical machine learning tools and 
techniques with Java implementations.” [Witten & Frank, 1999] 

One of WEKA’s major components is its Knowledge Explorer. This component provides tools for pre-
processing, classifying, clustering, associating, and visualizing a data set. Each of these functions is 
described briefly below. 



 36

• Pre-processing – WEKA imports datasets in the arff format, a simple comma delimited format. A 
variety of filters can be applied to imported data, including discretization, normalization, adding of 
noise, resampling, etc. The entire data set or subset of the data set can be carried on for analysis. 

• Classifying – Classifying algorithms are used to characterize the relationships among data in the 
data set. The algorithms available within WEKA range from simple linear regression, to decision 
tables, to regression tree-based approaches. WEKA’s regression-based algorithms implement a 
step-wise regression approach that is able to address correlations in model inputs. 

• Clustering – Clustering algorithms are used to identify natural groupings of similar data. Analyzing 
clusters is useful in categorizing and interpreting data.  

• Associating – Rule association algorithms analyze discretized data to develop associations or rules. 
For example, an application to the evaluation of an air quality modeling could potentially generate 
rules such as “if temperature is very high and wind speed is very low and humidity is low, the 
model overpredicts ozone”. 

• Visualizing – WEKA allows scatterplots and scatterplot matrices to be generated.  

   
While the WEKA software is focused on machine learning, many of the features briefly described 
above may be relevant to the MIMS S/U tool. For example, the implementation of regression-based 
algorithms is relatively full-featured and may be adapted to work with the MIMS S/U tool. Also, 
regression-tree classification algorithms, such as M5-Prime, and associative rule generation algorithms 
are applicable to sensitivity analysis by providing information about the relationships between model 
inputs and outputs. Further, it may be possible to use integrate WEKA’s scatterplot and scatterplot 
matrix plotting capabilities into the MIMS S/U tool. Use of WEKA’s algorithms and graphics in the 
MIMS S/U tool may be facilitated by WEKA’s library-based structure and documented applications 
programming interface (API).   

Other Software 
A variety of additional software products that perform S/U functionality were reviewed.  

EnvironmentalStats for Splus:  
[www.insightful.com/products/features.asp]  

Splus, a commercial software product sold by Insightful.com, is analogous to R. It provides tools for 
computational statistics, including regression, ANOVA, and various graphic displays. One of the 
features of R and Splus is that these tools include a language for developing statistical applications. 
Insightful.com is currently marketing a product developed in the Splus language called 
EnvironmentalStats. This product supports a large number of graphics and statistical calculations 
common in environmental problems. For example, EnvironmentalStats plots CDFs, provides 
parameter estimation functions, performs hypothesis testing, and supports an array of probabilistic risk 
assessment activities. In total, thirty-seven types of distributions are supported, including various types 
of continuous, discrete, and mixture distributions. In addition, simple MC sampling and LHS are 
provided. EnvironmentalStats is a commercial product, however, and does not meet the licensing or 
distribution requirements for inclusion in the MIMS S/U tool.    
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PEST (Parameter ESTimation):  
[www.sspa.com/pest/pestsoft.html]  

PEST is primarily a tool for solving inverse problems, where the goal is to identify the values for 
inputs to a model such that the model outputs most nearly match observed values. PEST allows the 
user to define the model, inputs to be calibrated, and constraints on the values the inputs can take. A 
weighted least squares approach is used to determine the quality of the calibration. PEST 
communicates directly with the model through the input and output files. Inputs are modified in the 
input files and the model is rerun iteratively until the results converge to a solution. In addition, the 
user may monitor the solution progress and intervene to terminate execution or add constraints. Some 
local sensitivity information obtained in solving the inverse problem is output to the user. PEST itself 
is available for free, although various software vendors have developed value-added versions. Since its 
S/U functionality is very limited, PEST was not considered further for inclusion with the MIMS S/U 
Tool.    

UNCERT:  
[uncert.mines.edu/uncert/home.shtml]  

While UNCERT was originally designed to evaluate uncertainty in subsurface geology, groundwater 
flow, containment transport, and hydraulic properties, it has since been adapted for use in other 
disciplines. The software package is broken down into modules, each performing their own function. 
Module functions include data input (either directly into the system or via a pre-existing database), 
classical statistical analysis (calculation of mean, median, standard deviation, etc.), trend analysis, 
geostatistical analysis (Kriging, stochastic simulation, semivariogram analysis), and regression analysis 
to evaluate model results. Basic plotting capabilities for scatterplots and histogram plots are provided. 
It appears that most of the advanced features of UNCERT are specific to hydrological studies. Given 
resources, these features undoubtedly could be adapted for more general use. Further, it may be useful 
to examine the UNCERT modular design when designing the MIMS S/U Tool. 

UCODE:  
[typhoon.mines.edu/freeware/ucode]  

UCODE was designed for use with ground-water models, although it has also been used with other 
application models that use and produce text-only input and output files. Like PEST, the primary 
function of UCODE is parameter estimation.  It uses a least squares approach to diagnose inadequate 
data and determine what inputs cannot be estimated, evaluate estimated input values and model 
representations, and quantify the likely uncertainty of the model based on the parameter estimations.  
Additionally, UCODE checks the fit and provides statistics on the residuals associated with the model. 
The graphical capabilities of UCODE are rather extensive, providing the user with a variety of 
comparison plots to better visualize the relationships within the model. Supported graphics include 
scatterplots, scatterplots of weighted data, residuals plots, and weighted residuals plots. Residuals can 
be plotted versus a normal distribution to evaluate bias. Further, UCODE’s ability to identify and 
handle missing data appropriately may be an important feature to consider for the MIMS S/U Tool.    

Miscellaneous:  
Crystal Ball, Analytica, and @RISK were also reviewed to determine if they provided useful 
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functionality. Crystal Ball and @RISK are both add-ons to Microsoft Excel. Crystal Ball provides MC 
sampling, LHS, parameter estimation, bootstrapping, and 2D sampling capabilities. @RISK provides a 
similar set of features. Analytica was more oriented as a probabilistic modeling tool. The GUIs for 
these software packages were typically more polished than the available open source software. Their 
commercial and non-open source status makes their inclusion within MIMS problematic.  

We also searched for information about the USGS’s new Joint Universal Parameter Identification and 
Evaluation of Reliability (JUPITER) program, a future successor to PEST and UCODE that includes 
some S/U functionality. Very little information was available about JUPITER, however.         

Summary 
Based on this analysis, no one software package addresses the entire set of features that have been 
identified for inclusion in MIMS. The closest packages are SimLab and Crystal Ball, which are not 
suitable because of they are not open source and currently (Crystal Ball) or soon (SimLab) must be 
purchased. Thus, it may be advantageous to make use of portions of different software packages in 
implementing the MIMS S/U tool. 

Table 2 summarizes the features of the available open source software packages. Categories of 
functionality include: Characterizing variability and uncertainty, Local sensitivity analysis, 
Propagating uncertainty, Analyzing global sensitivities/uncertainties, and Characterizing model 
behavior with regards to inputs.  
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Table 2. Comparison of the features/functionality of relevant software tools. 

 NCSU PEST UNCERT UCODE DAKOTA R AuvTool WEKA 
Characterizing Variability/ 
Uncertainty 

        

Fitting statistical distributions 
to data 

      X  

Estimating Uncertainties in 
Statistical Distribution 
Parameters (e.g. 
bootstrapping) 

     X X  

Supporting goodness-of-fit 
tests 

     X X  

         
Local Sensitivity Analysis         
Nominal range sensitivity 
analysis 

soon X  X X X   

         
Propagating uncertainty         
1-D Monte Carlo X    X X X  
Latin Hypercube Sampling X    X  X  
Importance Sampling X    future    
Handle Correlated inputs X    X X X  
2-D Monte Carlo sampling       X  
         
Analyze Global 
Sensitivities/Uncertainties 

        

Graphical Plots X    X X X X  X 
Pearson correlation analysis       X  X 
Regression-based correlation 
analysis 

X    X X  X 

ANOVA      X   
FAST         
         
Other         
RSM (w/DOE or MC results 
as input) 

    X    

CART      X  X 
Qualitative and Quantitative 
Machine Learning Algorithms 

       X 
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IV. Design Issues to be Considered 
Given the desired functionality, a set of functional components that may comprise the eventual MIMS 
S/U tool have been identified. These components are described below. Where applicable, one or more 
public domain software packages are identified that could be used to implement the component 
functionality or that could serve as an example during the development. It should be noted that this 
discussion represents only a preliminary determination of functional components. This list is expected 
to change as the design of the MIMS S/U tool is carried out. 

• Data/file management – A data/file management module will be necessary to ensure that model 
input and output realizations are saved in an orderly manner to facilitate later analysis. This is 
particularly important since the computational requirements of performing a MC simulation may 
make regeneration of data impractical. All S/U software implement data and file management 
capabilities. The TRIM S/U software includes extensive tools and GUIs for data and file 
management that may be particularly useful as a basis for the MIMS S/U tool design since they 
have been developed in Java and are able to . In addition, TRIM includes a data extraction feature 
that performs user-specified actions such as temporal or special averaging. This feature is very 
important when evaluating model outputs, since it would be much easier to evaluate the effects of 
variability/uncertainty on domain-wide peak ozone, for example, than on hourly values at each 
monitoring location. 

• Distributions – The tool must support both statistical and empirical distributions. To facilitate MC 
sampling and LHS, distributions must support the calculation of an inverse CDF. While MIMS 
includes a variety of statistical distributions, these do not currently support the inverse CDF 
function. The NCSU S/U Tool distributions support the inverse CDF function, but do so using 
proprietary code. The TRIM S/U tool uses public domain software for this purpose. Distributions 
must also support descriptions of correlation. This may be accomplished through correlation 
matrices, or, preferably, through descriptions of restrictive pairing. The NCSU S/U Tool and TRIM 
S/U tool support the former of these approaches but not the latter. Restricted pairing could 
potentially be added relatively easily to either code, however. 

• Sampling engine – The sampling engine is responsible for organizing and carrying out the 
generation of MC realizations. It must support MC sampling and LHS, and must be able to 
consider correlations in inputs. Further, it must support 2D sampling to facilitate separate 
consideration of uncertainty and variability. The random number generator used in sampling 
should be well-tested and robust. The sampling engine within the NCSU S/U Tool provides this 
functionality except for 2D sampling. Support for correlations is provided via a correlation matrix. 
In addition, TRIM also provides non-2D sampling, as do a variety of publicly available codes.  

• Graphics tools – Scatterplots, scatterplot matrices, and other selected plots should be supported. 
These plots should have customizable labels and should be printable and exportable to common 
formats (e.g., BMP, Jpeg, etc). The existing MIMS Analysis Engine provides a mechanism for 
generating scatterplots with R. The ability to generate scatterplot matrices will also be available 
soon. If feasible, the analysis engine could be modified to generate additional figures of use in S/U 
analysis, including CDFs, high-medium-low diagrams, and potentially tornado or radar plots. 
WEKA also provides scatterplot and scatterplot matrix functionality that could potentially be 
extracted.  
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• Variability and Uncertainty Characterization Engine – This component will provide parameter 
estimation and bootstrap simulation capabilities. As described previously, AuvTool is the only 
public domain software that provides this functionality. Depending on resources available and the 
difficulties encountered, AuvTool may be: i) supplied external to the MIMS S/U Tool, ii) ported to 
other platforms on which MIMS is run, or iii) have parameter estimation and bootstrap simulation 
extracted and added directly to the MIMS S/U Tool.  

• Local Sensitivity Analysis Engine – This component will drive the local sensitivity analysis 
procedure by performing NRSA, given user preferences on the perturbations to make. In addition, 
sensitivity indices will be calculated and graphics will be created to convey relative sensitivity 
information. Local sensitivity analysis is sufficiently simple that this feature may be coded. Also, 
the NCSU S/U Tool, the TRIM S/U Tool, and DAKOTA all provide this functionality. 

• Global Sensitivity and Uncertainty Analysis Engine – This component will carry out MC 
simulation post processing analyses, including uncertainty analysis, reliability analysis (e.g., 
probability of failure), and sensitivity analysis (e.g., regression based and/or ANOVA, etc). R and 
its add-on modules provide much of the necessary functionality, although some script writing 
would be required. R could also provide much of the desired graphics functionality. The MIMS 
interface to R could be implemented using the existing MIMS Analysis Engine interface to R or by 
using the RJava package available from CRAN. An alternative would be to use the regression 
functionality within WEKA or some of the sensitivity and uncertainty analysis features within 
DAKOTA. No available public domain software provides all of the required S/U features, 
however. 

• GUI – The GUI should provide access to all of the MIMS S/U Tool functionality and should 
provide a similar look and feel to MIMS. In addition, the GUI should allow a user to select which 
inputs to consider as variable or uncertain and should allow distributions to be entered for these 
inputs. The GUI should also facilitate selection of one or more outputs to analyze. In addition, the 
user should be able to specify distributions and correlations for the inputs. The NCSU S/U Tool has 
(or will soon have) a GUI for selecting inputs and outputs to study. This GUI already will have 
been integrated with MIMS so that it can access MIMS parameters and their values. The TRIM and 
SimLab GUIs should also be evaluated in more detail to determine if features could be extracted or 
duplicated. An important feature of the SimLab GUI is the component that allows users to input the 
covariance matrix that is used in restrictive pairing to introduce correlations into sampled data.  

• Help system – It is very important that there be an extensive and user-friendly help system. This 
system should include a tutorial and context-specific help to guide users through various analyses.  

 

Given these functional components, one potential implementation path involves the following: i) 
developing an overall framework that extends the NCSU S/U Tool framework, ii) deriving data and 
file management functionality from TRIM, iii) using the distributions from TRIM to support inverse 
CDF functionality, iv) developing a 2-D sampling engine, v) extending the MIMS analysis engine 
functionality to support the desired graphs and computations, vi) developing a new local sensitivity 
analysis module supporting NRSA, vii) developing a new global sensitivity and uncertainty analysis 
module that uses R for computations (e.g,. standardized rank regression and ANOVA ), and viii) a 
developing a new help system and other documentation.   

There are many alternatives to this implementation path that may be more or less efficient. 
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Determining the most appropriate path is beyond the scope of this document, but should be carried out 
prior to implementation.   
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V. Requirements for Implementation 
In this section, requirements governing a 9-phase implementation of a MIMS S/U tool are outlined. 
For each phase, the requirements list the functionality that should be completed by the end of the 
phase. Additional notes are provided where appropriate. It is recommended that the implementation 
plan be reevaluated periodically during implementation to assure that feedback from users is 
incorporated and that user needs are most appropriately addressed. In addition, it may be advantageous 
consider any new methodologies or code bases that come available during implementation.  

Phase 1. Global sensitivity analysis 1 – Representation of variability and 
uncertainty 
Time Period: Months 1-3  
By the end of this phase, a MIMS user should be able to specify through a MIMS S/U GUI: (i) the 
scenario parameters that are to be considered as uncertain and/or variable, (ii) the statistical or 
empirical distributions that describe these parameters, (iii) any correlation structure (via restricted 
pairing or a correlation matrix), (iv) Monte Carlo simulation options (such as sampling approach and 
number of samples), and (v) the model outputs to record. Common distributions should be supported, 
including normal, lognormal, Weibull, gamma, beta, uniform, and symmetric triangular. 

The S/U tool should be able to use this information to generate a set of MC realizations to the model 
using either LHS or MC sampling. Correlations should be maintained using either the restrictive pairs 
method or a correlation matrix, depending on the method by which these correlations were specified by 
the user. Sampling from empirical or parametric distributions should be supported. In addition, 
realizations for inputs exhibiting both variability and uncertainty should be obtained using 2D 
sampling implementations of either LHS or MC sampling. The 2D approach should be capable of 
providing realizations that consider (i) only variability, (ii) only uncertainty, or (iii) both variability and 
uncertainty. Propagation procedures should be integrated into MIMS such that variability and/or 
uncertainty can be propagated through a MIMS process. No modifications should be required to the 
model implementing that process.  

A JUnit test suite should be developed and used to validate code performance and identify the 
introduction of bugs from later modifications.  

Notes: To achieve the requirements of this phase within the 3-month period, it is suggested that the 
developers use existing software tool designs (e.g., the NCSU S/U Tool and the TRIM S/U Tool) for 
design guidance and code where appropriate. 

Phase 2. Global sensitivity and uncertainty analysis 2 – Propagation, 
uncertainty, and reliability analysis 
Time Period: Months 4-6 
By the end of this phase, a working prototype global sensitivity and uncertainty analysis tool should be 
developed and integrated into MIMS. The functionality of the Tool should be such that it can be 
distributed to MIMS users and employed in practice.  

The prototype MIMS S/U tool should support a MIMS user in those activities outlined in Phase 1. 
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Additional capabilities that should be supported in the second phase include: (i) statistics for tracked 
model outputs should be calculated, including the mean, median, standard deviation, and percentiles, 
(ii) through the GUI, the user should be able to specify threshold values for various tracked model 
outputs, (iii) given the threshold values, the probability of exceeding the threshold (i.e., probability of 
failure) should be calculated, (iv) output statistics and the probability of failure should be conveyed to 
the user via the GUI, and (v) the user should be able to plot CDFs for uncertain inputs and tracked 
model outputs. The JUnit test suite developed in Phase 1 should be modified and executed to verify the 
additional functionality and to ensure that the previous functionality is not broken with the new 
additions. In addition, a User’s Guide should be generated and made available. 

Note: The time constraints for this phase likely require that existing code be used where practical. Any 
existing code that is used should be well tested and robust. If the code is not well tested, however, 
resources should be allocated for this purpose. For example, the NCSU S/U Tool may provide an 
appropriate base code that can be extended to implement these functions. If that path is chosen, 
relatively more time will be spent testing the code. 

Phase 3. Global sensitivity and uncertainty analysis 3 – Preliminary global 
sensitivity analysis functionality 
Time Period: Months 7-9 
By the end of this phase, a MIMS user should be able to analyze MC simulation outputs to 
qualitatively compare (i.e., graphically) and quantitatively rank the influence of variable and/or 
uncertain inputs on model outputs. These activities should be supported within the MIMS S/U GUI. To 
facilitate a qualitative comparison, the user should be able to generate scatterplots that plot a single 
model input versus a model output. Scatterplot matrices, which simultaneously depict the relationship 
among multiple inputs and outputs, should also be supported. Quantitative comparison and ranking 
should be supported via the use of both Standardized Regression Coefficients and Rank Regression 
Coefficients. The regression algorithm should use a step-wise approach for building the regression 
model in such a way as to avoid the inclusion of highly correlated variables and to eliminate variables 
with only a small impact. The appropriateness of using ranked regression should be evaluated using a 
Spearman Correlation Coefficient. If the Spearman coefficient suggests the relationship between inputs 
and outputs is nonmonotonic, a warning should be conveyed to the user. In addition, PRESS or a 
similar technique should be used to identify a model form that avoids over-fitting. The coefficients 
obtained in regression should be interpreted as first order global sensitivity indices and should be used 
to rank the uncertain/variable inputs by influence for each output. The MIMS S/U GUI should 
facilitate these activities in a logical, organized, and user-friendly manner. The scatterplots, scatterplot 
matrices, and tables comparing sensitivity indices should be supported via the GUI. To validate the 
functionality added in Phase III, the JUnit test suite should be augmented and applied. Documentation 
describing the global sensitivity analysis techniques and their application should be added to the User’s 
Guide and design/implementation document. The documentation should convey to the user any caveats 
or assumptions associated with the regression approach.  

Note: Existing software packages, such as R and WEKA, may be of great use in implementing the 
functionality outlined in this phase. For example, R includes the graphics capabilities to generate 
scatterplots and scatterplot matrices, as does WEKA. R graphics and regression functions will likely be 
available for developing these plots via the MIMS Analysis Engine. As an alternative, the WEKA 
libraries may provide similar functionality. An advantage of R is that it also provides support for 
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ANOVA, which is included in Phase 5. 

Phase 4. Local sensitivity analysis  
Time Period: Months 9-12 
By the end of this PHASE, a MIMS user should be able to perform all of the activities identified in 
Phases 1 through 3, as well as nominal range sensitivity analysis (NRSA) to characterize the relative 
response of each model output to incremental changes in each model input. For each uncertain or 
variable input, three values should be tested, corresponding to the deterministic value and one value 
above and one value below the deterministic value. The user should be able to specify these end points 
directly or via specification of percent changes from the deterministic value. The resulting sensitivity 
indices should be conveyed to the user via a table. In addition, high-middle-low graphs should be used 
to convey the response of each output variable to changes in each input. If practical, tornado graphs 
may also be useful. Conditional sensitivity analysis and the associated plots should also be supported if 
these can be readily implemented given the available graphics capabilities. The local sensitivity 
analysis features should be integrated into the MIMS S/U Tool such that the sensitivity indices can be 
used by a user to determine which inputs to consider as uncertain in a global sensitivity analysis. The 
JUnit testing and documentation should be updated to reflect the local sensitivity analysis capabilities. 

Note: Compared to the previous phases, this phase may require considerably less effort. It is 
recommended that the schedule for this phase remain at 3 months, however, as padding if the previous 
phases overrun their schedules.   

Phase 5. Characterization of variability and uncertainty in model inputs 
Time Period: Months 13-15 
By the end of this phase, the MIMS S/U tool should assist a user in characterizing variability and 
uncertainty for model inputs given sampled or observed data. For a given uncertain or variable input 
parameter, the MIMS S/U tool should load the sampled or observed values used to develop the 
deterministic estimate. Parameter estimation techniques should be used to fit one or more statistical 
distributions to the data. The user should be assisted in determining the best distribution choice and 
parameterization by the calculation of goodness-of-fit metrics. Mixture distributions should also be 
supported, if practical. In addition, bootstrap simulation should be performed to evaluate the 
uncertainty in the parameters of the fitted distribution. Parameter distributions and bootstrap simulation 
realizations should be accessible via the MIMS S/U tool MC simulation feature. The GUI should be 
modified to facilitate use of these features. Graphical plots should be supported on which the fitted 
distribution CDF can be laid over the original data points. The plot should also be able to display 
confidence intervals on the CDF, as determined by bootstrapping. The JUnit test suite should be 
updated and applied to validate the code developed or integrated within this phase. In addition, the 
User’s Guide and other documentation should be updated to reflect the changes. 

Note: The functionality described in this phase is a subset of that available within the AuvTool 
software package. It may be advantageous to use code from AuvTool to implement this functionality. 
Also, it is recognized that uncertainty and variability characterization functionality was not originally 
specified within the requirements outlined for developing this report. If this desire is unchanged, Phase 
5 resources could be allocated to other phases and the affected phases rescheduled.  Without a tool 
such as this, however, it is expected that users will have difficulty developing and evaluating input 
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assumptions for probabilistic analysis. In this case, AuvTool or a tool with similar functionality should 
be made available for download outside of MIMS. 

Phase 6. Global sensitivity and uncertainty analysis 4 – Quasi MC 
Sampling, Multi-factor ANOVA, and stopping criterion for MC simulation  
Time Period: Months 16-18 
This phase involves incremental improvements to the global sensitivity and uncertainty analysis 
functionality. These improvements address computational intensity and global sensitivity analysis for 
nonmonotonic models.  

By the end of this phase, the MIMS S/U tool should support one or more Quasi-MC sampling 
procedures, which are expected to reduce the total number of evaluations necessary in a MC 
simulation. The implemented Quasi-MC procedure(s) must support sampling from all expected 
statistical and empirical distributions and must be able to maintain input variable correlations, as 
defined in restrictive pairings or in a correlation matrix.  

Computational intensity should also be addressed by the implementation of a stopping criterion that 
terminates MC simulations when the confidence interval around the mean or specific user-defined 
percentiles falls below a threshold. 

Multi-factor ANOVA should be supported to facilitate analysis for problems with nonmonotonic input-
output relationships. The default binning approach should divide the ranges of uncertain and variable 
inputs into bins such that at least a user-specified minimum number of data points (e.g., 10) lie within 
each bin. If this criterion cannot be met, the ANOVA implementation should provide the user with a 
warning. ANOVA should result in a quantitative value (i.e., sensitivity index) for each input-output 
pair that can be used to rank the influence of each input. If feasible to implement, the ANOVA module 
should verify that the various ANOVA assumptions are met. If they are not, warnings should be 
displayed. 

Note: Code for Quasi-MC Sampling may be available shortly within DAKOTA. This code will be 
open-source and available for evaluation or use. Multi-factor ANOVA is supported in R. 

Phases 7. Advanced Techniques 1 – Stochastic Response Surface Method 
(SRSM), FAST. 
Time Period: Months 19-21  
Prior to the start of this phase, it may be advantageous to evaluate the current functionality within the 
MIMS S/U Tool and to use this evaluation to re-evaluate functionality required for Phases 7 through 9. 
At this time, it seems reasonable to include the SRSM and FAST in this phase. The description of this 
phase is currently written in this context. In place of one or both of these techniques, implementation 
of MCMC or other approaches may be advantageous.  

By the end of this phase, the MIMS S/U tool should support FAST or another similar variance-based 
global sensitivity analysis technique. These techniques are able to apportion output variance to inputs.  

In addition, the SRSM method should be evaluated for inclusion in the MIMS S/U as an alternative to 
MC sampling and LHS. SRSM has only recently been published and has thus not widely been used. 
Preliminary results appear promising, however, and this approach appears worthy of consideration for 
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inclusion. If determined to be desirable within the MIMS S/U Tool, SRMS should be implemented. 
This implementation should provide deterministic transformations for standard probabilistic 
distributions. It should also maintain input correlations and rank the inputs in order of their effect on 
the output variance. The SRMS approach should be tested for a range of problems to evaluate its 
effectiveness in reducing the computations required in a MC simulation.  

The MIMS S/U GUI should be modified to FAST (or substitute) and SRMS (if implemented). JUnit 
tests should be developed to test this functionality and these tests should be added to the JUnit test 
suite. In addition, the MIMS S/U documentation should be updated to reflect the new functionality.  

Phase 8. GUI finalization and testing. 

Time Period: Months 22-24 
All features of the MIMS S/U code should be tested. Feedback from users of the prior releases should 
be collected. In addition, feedback on the current GUI and functionality should be actively solicited 
and used to iteratively improve the Tool. Documentation should be developed for final release with 
MIMS. In addition, an online help system should be added. This should supply context-sensitive help 
screens and should provide tips for completing common tasks. 

By the end of this phase, the MIMS S/U Tool and documentation should be released to the public in a 
near-final form.  

Phase 9. Guidance documentation including example cases, Updating and 
Release of MIMS S/U Tool, Version 1.0 

Time Period: Months 25-27 
For the MIMS S/U tool to be adopted in practice, it will be very important that its features be 
demonstrated for a wide range of example problems. The last requirement of the implementation plan 
is that it involve a phase in which the software is applied to one or more illustrative problems and that 
the application(s) be documented both the User’s Guide and perhaps in one or more journal 
publications. In addition, a section of the documentation must be written that provides a user guidance 
on which methodologies to employ given the desired type of analysis and model characteristics.  

Feedback reported by users of the version released at the end of Phase 8 should be incorporated if 
desirable and practical, and MIMS S/U Tool version 1.0 should be released to the public at the end of 
this phase. 

Changes to MIMS Required in the Phased Implementation Requirements  
As outlined, the requirements for the phased implementation plan do not call for direct changes to the 
MIMS framework. It is expected that some changes may be necessary as the implementation details 
are determined. For example, it may be advantageous to modify the MIMS Analysis Engine and its 
GUI to support the graphics that are required. Further, modifying the Analysis Engine may be an 
appropriate approach for adding R’s regression and ANOVA capabilities. Details about how the 
various S/U functionality will “hook” into MIMS have not yet been determined and may require some 
modification to MIMS. During the design of the S/U Tool, any changes that must be made to MIMS 
should be communicated with the EPA to evaluate whether the changes are feasible or whether a 
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different approach should be pursued. 

Other Requirements for Implementation 
The following are required of any implementation plan and MIMS S/U Tool design: 

• Any software that is developed under the implementation plan must be open source. If existing 
toolkits or code are incorporated into the S/U component, the final product must be open source 
and have no restrictive licensing terms that would conflict with MIMS’ current licensing.  

• While software with restrictive licensing is not allowed, it can be assumed that users have access 
to, and potentially will use, widely-available software for data formatting and manipulation, such 
as Microsoft Excel. The S/U component should support importing of open data formats generated 
by such software (e.g., comma-separated values).  

• The final S/U component must be applicable to large data sets and usable in conjunction with 
complex, nonlinear environmental models with runtimes ranging from seconds to days.  
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VI. Critique of the Implementation Plan 
Below, how each of the implementation plan design requirements is addressed is described.:  

1. The user of the S/U component is assumed to be an environmental modeler who is familiar with, 
although not an expert in sensitivity analysis, uncertainty analysis, and statistics. Thus, users must 
be supported in carrying out these analyses with a user-friendly design and sufficient 
documentation. A help system, user-friendly GUI, and User’s Guide meet this requirement. 

2.  It is assumed that the user will provide ranges for sensitivity analysis and empirical or statistical 
distributions for variability and/or uncertainty in model inputs. The S/U component must therefore 
support: i) a variety of common statistical distributions, ii) empirical distributions, including 
allowing users to input empirical distributions, and iii) correlated input data. These requirements 
are addressed. In addition, the plan includes the option of adding variability and uncertainty 
characterization functionality.    

3.  The S/U component must include capabilities for: i) supporting user specification of sample size 
and other aspects of the uncertainty analysis, ii) propagating uncertainty and variability separately 
or jointly through a model or modeling system using Monte Carlo simulation or related 
methodologies, iii) interpreting results through reports and graphics, and iv) handling correlations 
in inputs. These features are included in the plan.  

4.  The S/U techniques cannot require modifications to the models. Modifications to models are not 
required. 

5.  An implementation plan shall be implemented. The plan must meet the following requirements: 

a.  There must be no more than 9 phases outlined in the implementation plan.  

b.  Each phase shall be ordered and designed to deliver useful functionality in a timely 
incremental manner.  

c.  By the completion of Phase 2, the S/U component should provide basic functionality that 
can be used with MIMS. 

d.  Each phase should be designed such that it can be carried out in a 3-month period by a 
single Java programmer with experience in software development for MIMS.  

e.  Each phase shall indicate what, if any, changes to existing MIMS software will be required 
to complete the phase. 

These requirements are met. A discussion is provided about potential changes to MIMS 
as opposed to including this discussion within the requirements of each phase. 

6.  Any software that is developed under the implementation plan must be open source. If existing 
toolkits or code are incorporated into the S/U component, the final product must be open source 
and have no restrictive licensing terms that would conflict with MIMS’ current licensing. This 
requirement is stated in the plan.  

7.  While software with restrictive licensing is not allowed, it can be assumed that users have access 
to, and potentially will use, widely-available software for data formatting and manipulation, such 
as Microsoft Excel. The S/U component should support importing of open data formats generated 
by such software (e.g., comma-separated values). These requirements are stated in the plan.  

8.  The final S/U component must be applicable to large data sets and usable in conjunction with 
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complex, nonlinear environmental models with runtimes ranging from seconds to days. In addition, 
it must be well-tested, including with automated testing procedures such as Junit. These 
requirements are stated in the plan. 
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