MULTIVARIATE ARRIVAL RATE ESTIMATION BY SUM-OF-SQUARES POLYNOMIAL SPLINES AND DECOMPOSITION
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Abstract. A novel method for the arrival rate estimation of multi-dimensional non-homogeneous Poisson processes is presented. The method provides a smooth, piecewise polynomial spline estimator of any prescribed order of differentiability. At the heart of the algorithm is a maximum-likelihood optimization model with sum of squares polynomial constraints, which characterize a proper subset of smooth arrival rate functions. It is investigated when the underlying spline space is dense in the space of continuous arrival rate functions. The method is easily parallelized, exploiting the sparsity of the neighborhood structure of the underlying splines, using an augmented Lagrangian decomposition approach. As a numerical illustration with real-world data, the (spatio-temporal) arrival rate of accidents on the New Jersey Turnpike is estimated.

1. Introduction

The non-homogeneous Poisson process is one of the most frequently used models of stochastic systems in which the rate or intensity of “arrivals” or “events” (often understood in an abstract sense) varies with parameters such as time or location. Consequently, a number of different approaches have already been proposed to the estimation of the arrival rate of such processes, primarily in the univariate case. In studies motivated by a particular application area, where ample prior knowledge is available on the behavior of the system, a parametric model such as [13] or a Bayesian approach such as [10] and [28] may be the most appropriate. General-purpose nonparametric approaches include kernel methods [14] and wavelet-based solutions [12].

Spline estimation approaches have also been successful in univariate arrival rate estimation: [15] describes a method to estimate a linear arrival rate that can be used as a building block for piecewise linear estimation, whereas optimization models involving nonnegative univariate splines of higher degree have been used recently in [1].

Formulating and solving the arrival rate estimation problem as an optimization problem has obvious advantages compared to the computationally less expensive kernel methods and closed form formulae. This approach not only guarantees the optimality of the estimator in a well-defined sense, but it also gives rise to more flexible models, where for instance arbitrary linear constraints, such as the periodicity of the estimator in one or more variables can be added to the model at no additional cost. Furthermore, different objectives, such as maximum likelihood or maximum penalized likelihood, can be treated in a unified manner.

This paper presents a novel optimization-based numerical method for the smooth estimation of arrival rates of non-homogeneous, multi-dimensional Poisson processes from inexact arrivals, using polynomial splines. The approach combines efficient methods of convex optimization with linear and semidefinite (more specifically, sum of squares) constraints and decomposition methods of convex optimization. Its main advantages include the following: (1) it provides a smooth (not piecewise linear) estimator, (2) it exploits the sparsity of the neighborhood structure of the spline, leading to a very efficient method, (3) it is fully parallelizable, which further improves its scalability,
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and (4) it can easily be modified to incorporate additional constraints, including periodicity in one or several variables, and bound constraints on the arrival rate.

While in this paper we concentrate only on arrival rate estimation, many of the ideas presented are applicable to other function approximation and estimation problems, too. For further applications of similar techniques in monotone and concave regression, density estimation, and binary classification, see the thesis of the first author, [19].

The structure of this paper is as follows. In the remainder of this section previous approaches to non-homogeneous Poisson arrival rate estimation are briefly reviewed. The mathematical formulation of the problem is introduced in the next section, where the objective function of our optimization model is also derived, along with an observation of possibly independent interest: the expected number of arrivals of the maximum likelihood estimator (under very general conditions) agrees with the observed number of arrivals. In Section 3 we turn our attention to multivariate nonnegative splines. This functional cone is NP-hard to optimize over, hence, we consider two families of inner approximations, in which maximum likelihood estimators can be found in polynomial time. The first approximation leads to optimization models with semidefinite constraints via “weighted-sum-of-squares” polynomials, the second one uses polynomials with nonnegative coefficients in a nonnegative basis, and results in a linearly constrained optimization model. We prove that (similarly to the cone of nonnegative splines) these spline cones are dense in the cone of nonnegative continuous functions, hence good approximation of the true arrival rate is indeed possible.

In Section 4 we adapt a decomposition algorithm of Ruszczyński [24] designed for sparse convex optimization problems, which particularly favors spline estimation problems with their sparse neighborhood structure. Combining the above inner approximation ideas with this decomposition algorithm leads to an efficient, parallel algorithm for the maximum likelihood arrival rate estimation problem. As an illustrative real-world example is provided, we estimate the arrival rate of accidents on the New Jersey Turnpike, as a function of milepost and time, assuming weekly periodicity.

2. Maximum likelihood estimation with inexact arrivals

We consider the following problem. We observe (inexact) arrivals \( x_1, \ldots, x_N \in \Delta \subseteq [0, 1]^d \) assumed to have been generated by a non-homogeneous Poisson process with arrival rate \( \lambda : \Delta \rightarrow \mathbb{R}_+ \).

We assume that \( \lambda \) is deterministic, continuous, and we seek a sufficiently differentiable estimator \( \hat{\lambda} \) for it, hence we use piecewise polynomial splines of sufficiently high order of differentiability to approximate the arrival rate. Furthermore, we may require \( \lambda \) to be periodic in any or all of its variables.

In most applications the arrivals are inexact (rounded). With sufficiently many arrivals, this means that a coordinate of multiple arrivals may appear to coincide, invalidating the Poisson assumption. Hence, the effect of rounding cannot be neglected, but a model for rounded arrival times is necessary. Such an approach is outlined next. The possible range of arrivals \( \Delta \) is divided into small regions \( \Delta_i (i \in I) \), in which arrivals are rounded to the same point. The data are the number of observed arrivals within each of these regions. Let the number of arrivals recorded in region \( i \) be \( n_i \). (Naturally, \( \Delta = \bigcup_{i \in I} \Delta_i \) and \( N = \sum_{i \in I} n_i \).) Then in the non-homogeneous Poisson model the likelihood associated with the arrival rate \( \lambda \) is

\[
L_n(\lambda) = \Pr(\text{number of arrivals} = N | \lambda) \cdot \Pr(\text{distribution of exactly} \ N \text{ arrivals} = n | \lambda)
\]

\[
= \frac{I^N}{N!} e^{-I} \cdot \prod_{i \in I} \frac{N!}{n_i!} \left( \int_{\Delta_i} \lambda \right)^{n_i} = \frac{e^{-I} \prod_{i \in I} \left( \int_{\Delta_i} \lambda \right)^{n_i}} { \prod_{i \in I} n_i! }, \quad \text{where} \ I = \int_\Delta \lambda.
\]

Hence, maximizing the likelihood function is equivalent to maximizing

\[
f(\lambda) \overset{\text{def}}{=} \ln \left( \prod_{i \in I} n_i! \right) L_n(\lambda) = - \int_\Delta \lambda + \sum_{i \in I} n_i \ln \int_{\Delta_i} \lambda.
\]
This is the objective function of our optimization model.

Some optimization methods may benefit from a further simplification which is made possible by our next observation.

**Lemma 1.** Let $K$ be a cone of nonnegative functions over $\Delta$ whose restrictions to each $\Delta_i$ are integrable. Define $f: K \to \mathbb{R}$ as in (1), and assume that there exists a $\lambda_0 \in K$ satisfying $\int_\Delta \lambda_0 > 0$. Then every function $\hat{\lambda} \in \arg \min_{\lambda \in K} f(\lambda)$ satisfies $\int_\Delta \hat{\lambda} = N$. Thus, the expected number of arrivals corresponding to the maximum likelihood estimator from $K$ equals the observed number of arrivals.

**Proof.** Suppose $\hat{\lambda}$ is an optimal solution (implying $\int_\Delta \hat{\lambda} > 0$), and consider feasible solutions $c \hat{\lambda}$ with $c > 0$. We have $f(c \hat{\lambda}) = -c \int_\Delta \hat{\lambda} + N \ln c + \sum_{i \in I} n_i \ln \int_{\Delta_i} \lambda$, and by assumption $\frac{d}{dc} f(c \hat{\lambda})|_{c=1} = 0$. The last equation gives $\int_\Delta \hat{\lambda} = N$, in which case $c = 1$ indeed maximizes $f(c \hat{\lambda})$. □

Lemma 1 allows us to remove the first term of the objective function $f$ in (1), provided we add the equation $\int_\Delta \lambda = N$ to our constraints. This, along with the constraint $\lambda \geq 0$ over $\Delta$, renders the set of feasible solutions bounded. In this paper we concentrate on splines, that is, the cone $K$ in Lemma 1 will be a subset of piecewise polynomial functions nonnegative over $\Delta$.

### 3. Optimization over Multivariate Nonnegative Splines

Splines are smooth piecewise polynomial functions. They are numerically very easy to handle, and they can approximate continuous functions very well even if the pieces are of small degree. Hence, they are used extensively throughout the estimation and approximation literature. In this paper we consider multivariate splines built from splines with simple knots:

**Definition 2.** A function $f: [a, b] \in \mathbb{R}$ is a univariate polynomial spline of degree $m$ with simple knots if there exist knot points $a_0, \ldots, a_\ell$ satisfying $a = a_0 < \cdots < a_\ell = b$ such that $f$ is a polynomial of degree $m$ over each interval $[a_i, a_{i+1}]$, and $f$ has continuous derivatives up to order $m-1$ over $(a, b)$.

For every $d > 2$, a linear space of $d$-dimensional splines can be constructed by taking the tensor product of $d$ (possibly different) univariate spline spaces. Such splines are called tensor product splines. These splines are piecewise $d$-variate polynomials, the domains of the pieces are axis-parallel rectangular boxes. In this paper all multivariate splines considered are tensor product splines. For an introduction to these basic concepts, as well as their applications in function approximation, see [26].

The log-likelihood function $f$ in (1) is a concave function with easily computable derivatives, whose maximization over reasonably “well-behaved” closed convex sets is straightforward via a number of different convex optimization methods. However, the set of multivariate polynomials nonnegative over a given domain, even though it is convex, is not an easy set to optimize over – in fact, as it is rather well known, even the recognition of nonnegative polynomials is difficult.

**Proposition 3 ([4]).** Deciding whether a $k$-variate polynomial is nonnegative over $[0,1]^d$ (equivalently, minimizing a $d$-variate polynomial over the unit cube) is NP-hard, even for multilinear polynomials of degree two.

Similar statements hold for polynomials nonnegative over other polyhedral sets (including simplices), as well as for everywhere nonnegative polynomials. This shows that optimization over piecewise nonnegative polynomials is difficult even when the domain of each piece is a rectilinear box, and the degrees of the polynomial pieces are low. To overcome this difficulty, we shall consider inner approximations of the set of nonnegative polynomials: weighted-sum-of-squares polynomials, over which optimization of (1) is easy.
3.1. Weighted-sum-of-squares polynomials. We say that a polynomial is a \textit{sum-of-squares} (or SOS) polynomial, if it is expressible as a sum of perfect squares. Obviously, \(d\)-variate SOS polynomials are nonnegative over the entire \(\mathbb{R}^d\). For a fixed semi-algebraic set \(\Delta = \{x \mid w_i(x) \geq 0, i = 1, \ldots, m\}\), where \(w_1, \ldots, w_m\) are polynomials, a sufficient (but not necessary!) condition for a polynomial \(p\) to be nonnegative over \(\Delta\) is for it to be expressible as
\[
p(x) = \sum_{I \subseteq \{1, \ldots, m\}} \left( \prod_{i \in I} w_i(x) \right) s_I(x),
\]
or simply as
\[
p(x) = \sum_{i=1}^m w_i(x)s_i(x),
\]
where the polynomials \(s_i\) and \(s_I\) are SOS polynomials. Generally, polynomials expressible in the form \(\sum_{i \in I} w_i \sum_j p_{i,j}^2\) \(p_{i,j} \in V_i\), \(I\) finite, where \(w_i\) are fixed polynomials ("weights") and \(s_i\) are SOS polynomials, are called \textit{weighted-sum-of-squares polynomials}, or WSOS polynomials for short.

An implication of a theorem of Nesterov \cite{Nesterov2008} is that WSOS polynomials of a given degree admit a good characterization, also suitable for optimization, as long as the set of weights \(\{w_i, i \in I\}\) is finite.

\textbf{Theorem 4 \cite{Nesterov2008}.} Let \(W = \{w_i \mid i \in I\}\) be a finite set of polynomials nonnegative over \(\Delta \subset \mathbb{R}^d\), and consider finite-dimensional linear spaces of polynomials \(V_i, i \in I\). Then the set of WSOS polynomials
\[
\Sigma = \left\{ \sum_{i \in I} w_i \sum_j p_{i,j}^2 \left| p_{i,j} \in V_i \right. \right\}
\]
is a closed convex cone. Moreover, it is representable as the Minkowski sum of \(|I|\) linear images of the cone of positive semidefinite matrices of order \(\max_i(\dim(V_i))\).

Therefore, the maximization of the log-likelihood function \(f\) in (1) over sets defined by linear equations and constraints of the form \(A_k(\lambda) \in \Sigma_k\), where each \(A_k\) is a linear operator and each \(\Sigma_k\) is a WSOS cone satisfying the conditions of Theorem 4 is a \textit{semidefinite programming problem} \cite{Burer2003} with a convex objective function – a tractable optimization problem \cite{Boyd2004}.

The approximability of nonnegative polynomials over semi-algebraic sets by WSOS polynomials is a well studied problem \cite{Lasserre2001, Lasserre2009, Lasserre2010, Lasserre2011}. Unfortunately, to achieve good approximation of \(p\), the SOS polynomials \(s_I\) and \(s_i\) in (2) and (3) need to have considerably higher degree than the degree of \(p\) itself, which is not practical for the large-scale optimization models of our concern. Since we are only interested in the approximation power of the piecewise polynomial spline estimator, we shall choose a different approach, and investigate the approximation power of \textit{piecewise WSOS polynomial splines}, as the subdivision of the domain is refined. In what follows, to keep the discussion simple, we assume \(\Delta = [0, 1]^d\), and confine our discussion to tensor product splines, defined above as the tensor product of (linear) spaces of univariate splines with free knots.

3.2. Piecewise weighted-sum-of-squares splines.

3.2.1. Some terminology and notation. Let us assume that \(\Delta\) is the \(d\)-dimensional interval \([0, 1]^d\), and consider splines over a rectilinear subdivision of \(\Delta\). Such a subdivision can be given by a list of vectors (of possibly different dimensions) \(A = (a_{i,j}), i = 1, \ldots, d, j = 1, \ldots, \ell_i\) such that the knot point sequence \(a_{i,1}, \ldots, a_{i,\ell_i}\) defines the subdivision of \(\Delta\) along the \(i\)th axis. Then each region of the subdivision is affinely similar to \(\Delta\), and we can represent a spline by the coefficients of its polynomial pieces scaled to \(\Delta\).
Formally, for each dimension \( i = 1, \ldots, d \) we fix a basis \( \{ u^{(i)}_0, \ldots, u^{(i)}_m \} \) of polynomials of degree \( m_i \), with domain \([0,1]\). The spline \( s \) is then given piecewise; for each multi-index \( j = (j_1, \ldots, j_d) \), \( s \) over the \( j \)-th piece is given by
\[
s(x) = q^{(j)}(x) \quad \forall x = [a_{1,j_1}, a_{1,j_1+1}] \times \cdots \times [a_{d,j_d}, a_{d,j_d+1}].
\]
Each polynomial piece \( q^{(j)} \) is represented by the coefficients \( p^{(j)}_k \), \( k \in \{0, \ldots, m_1\} \times \cdots \times \{0, \ldots, m_k\} \), of its affinely scaled counterpart \( p^{(j)}: [0,1]^d \rightarrow \mathbb{R} \) satisfying
\[
q^{(j)}(x) = \sum_{k} p^{(j)}_k \prod_{i=1}^{d} u^{(i)}_{k_i} \left( \frac{x_i - a_{i,j_i}}{a_{i,j_i+1} - a_{i,j_i}} \right). \tag{4}
\]
Note that each \( p^{(j)} \) has the same domain, \([0,1]^d\). It is clear that \( s(x) \geq 0 \) for every \( x \in \Delta \) if and only if \( p^{(j)}(x) \geq 0 \) for every \( j \) and \( x \in [0,1]^d \). We refer to this representation of \( s \) by the coefficients \( p^{(j)}_k \) as the \textit{scaled representation} of \( s \).

3.2.2. \textit{The approximation power of piecewise weighted-sum-of-squares splines.} The nonnegativity of a spline \( s \) over \( \Delta \) reduces to the nonnegativity of each polynomial \( p^{(j)} \) over \( \Delta \), and our goal now is to identify proper subsets of polynomials nonnegative over \( \Delta \) that give rise to piecewise polynomial splines with good approximation power. First, we need to introduce some more notation.

Let the subdivision of \( \Delta \) be defined by a list of vectors \( A \), as above, and the \textit{mesh size} of such a subdivision be defined as \( \|A\| = \max_{i,j}(a_{i,j+1} - a_{i,j}) \). We say that a sequence of subdivisions \( A_1, A_2, \ldots \) is \textit{nested} if each subdivision in the sequence refines the previous ones, that is, the knot points (along each axis) of each subdivision in the sequence contain the knot points on the respective axes of all previous subdivisions. A sequence of subdivisions is \textit{asymptotically nested} if each of its elements is included in an infinite nested subsequence. For example, every sequence of uniform subdivisions with an increasing number of knot points along each axis is an asymptotically nested sequence.

Let us denote by \( \Sigma \) a fixed cone of WSOS polynomials with weights nonnegative over \( \Delta \). Finally, let \( \mathcal{P}(\Sigma, A) \) denote the set of piecewise WSOS polynomial splines over the subdivision \( A \) whose pieces (in their scaled representation) all belong to \( \Sigma \). We have the following theorem.

**Theorem 5.** Assume that \( 1 \in \text{int} \Sigma \), where \( 1 \) denotes the constant one polynomial. Furthermore, let \( A_1, A_2, \ldots \) be an asymptotically nested sequence of subdivisions of \( \Delta = [0,1]^d \) with mesh sizes approaching zero. Then the set \( \bigcup \mathcal{P}(\Sigma, A_i) \) is a dense subcone of the cone of nonnegative continuous functions over \( \Delta \).

We do not prove this theorem directly; instead, we shall prove a stronger assertion using polyhedral cones below.

A special case of the approach discussed so far is the following. A sufficient (but obviously not necessary) condition for a polynomial to be nonnegative over \( \Delta \) is for it to have nonnegative coefficients in a basis \( U = \{ u_0, \ldots, u_m \} \) that consists of polynomials nonnegative over \( \Delta \), that is, for it to belong to \( \text{cone}(U) \) for a nonnegative basis \( U \). With the notation of Theorem 4, \( \text{cone}(U) \) can be considered a WSOS cone \( \Sigma \) with weights in \( U \), whose spaces \( V_i \) are the one-dimensional linear spaces consisting only of constant polynomials. Similarly to the piecewise WSOS polynomial splines above, we can define a \textit{piecewise }\( U \)-\textit{spline} as a piecewise polynomial spline whose pieces (in the scaled representation) belong to \( \text{cone}(U) \). The set of piecewise \( U \)-splines with subdivision \( A \) is denoted by \( \mathcal{P}(U, A) \).

**Theorem 6.** Consider a basis \( U = \{ u_0, \ldots, u_m \} \) of \( d \)-variate polynomials of multi-degree \( m = (m_1, \ldots, m_d) \) such that each \( u_i \) is nonnegative over \( \Delta = [0,1]^d \), and assume that 1 \( \in \text{int} \text{cone}(U) \), where 1 denotes the constant one polynomial. Furthermore, let \( A_1, A_2, \ldots \) be an asymptotically
nested sequence of subdivisions with mesh sizes approaching zero. Then the set \( \bigcup_i \mathcal{P}(U, A_i) \) is a dense subcone of the cone of nonnegative functions over \( \Delta \).

**Proof.** First we show that for every polynomial \( p \) of degree \( m \), strictly positive over \([0, 1]\), there exist nonnegative constants \( C_i \) such that \( p + C_i \in \mathcal{P}(U, A_i) \) for every \( i \), and \( \lim C_i = 0 \).

Fix \( i \), and consider a piece in the subdivision from the knot point sequence \( A_i \):

\[
[a_{1,j_1}, a_{1,j_1}+1] \times \cdots \times [a_{d,j_d}, a_{d,j_d}+1].
\]

The polynomial \( p \) can be represented as a piecewise polynomial spline of degree \( m \) with knot point sequence \( A_i \); its scaled representation is

\[
p^{(j)}(x_1, \ldots, x_d) = p((a_{1,j_1} - a_{1,j_1})x_1 + a_{1,j_1}, \ldots, (a_{d,j_d} - a_{d,j_d})x_d + a_{d,j_d}).
\]

Collecting terms in the standard basis, we see that every coefficient in the above expression is of order \( O(||A||) \), except for the constant term, which is \( p(a_{1,j_1}, \ldots, a_{d,j_d}) \). By assumption, this constant term is positive, because \( p \) is strictly positive on \([0, 1]\). By the assumption on \( U \), \( \sum_{k=0}^{m} \alpha_k u_k = p(a_{1,j_1}, \ldots, a_{d,j_d}) \) for some positive \( \alpha_0, \ldots, \alpha_m \). Now, if we express \( p^{(j)} \) in the basis \( U \): \( p^{(j)} = \sum p_k^{(j)} u_k \), we have that \( p_k^{(j)} = \alpha_k - \delta_k^{(j)} \) with \( |\delta_k^{(j)}| = O(||A||) \), consequently \( p^{(j)} + p(a_{1,j_1}, \ldots, a_{d,j_d}) \max_k (|\delta_k^{(j)}|/\alpha_k) \) has positive coefficients in the basis \( U \). Applying the same argument for every \( j \), we obtain that \( p + C_i \in \mathcal{P}(U, A_i) \) for

\[
C_i = \max_j (p(a_{1,j_1}, \ldots, a_{d,j_d}) \max_k (|\delta_k^{(j)}|/\alpha_k)).
\]

Finally, as \( |\delta_k^{(j)}| = O(||A||) \) and \( p \) is bounded, \( C_i \to 0 \) as \( ||A_i|| \to 0 \).

The same argument also proves that for every strictly positive spline over \([0, 1]\), with knot point sequence \( A \), and for every sequence \( \{A_i\} \) consisting of subdivisions of \( A \) satisfying \( \lim ||A_i|| = 0 \), there exist nonnegative constants \( C_i \) such that \( s + C_i \in \mathcal{P}(U, A_i) \) for every \( i \), and \( \lim C_i = 0 \).

Consequently, \( \bigcup_i \mathcal{P}(U, A_i) \) is a dense subset of nonnegative splines of multi-degree \( m \).

Now our assertion follows from the fact that tensor product splines (of every given order of differentiability) in \( \Delta = [0, 1]^d \) are dense in the space of continuous functions over \( \Delta \); see [26, Theorem 13.21].

**Example 7 (Bernstein polynomial basis).** Let \( B = \{b_0, \ldots, b_n\} \) with \( b_i(t) = \binom{n}{i} t^i (1 - t)^{n-i} \). The polynomial \( b_i \) is the \( i \)th Bernstein polynomial of degree \( n \). Multivariate Bernstein polynomials are defined as products of univariate ones. Observe that \( \sum_{i=0}^{n} b_i(t) = 1 \) for every \( t \), hence \( 1 \in \text{int cone}(B) \). The same holds for the cone of multivariate Bernstein polynomials. Thus, the multivariate Bernstein polynomial basis satisfies the conditions of Theorem 6.

Note for every WSOS cone \( \Sigma \) satisfying the conditions of Theorem 5 one can find a basis \( U \) such that \( \text{cone}(U) \subseteq \Sigma \) and \( \text{cone}(U) \) satisfies the conditions of Theorem 6.

We also remark that the conditions \( 1 \in \text{int} \Sigma \) and \( 1 \in \text{int cone}(U) \) are sufficient and necessary for the desired conclusion. For example, the cone of polynomials with nonnegative coefficients in the standard monomial basis is a WSOS cone with weights nonnegative over \([0, 1]^d \). It does not satisfy the condition, as the constant 1 is on the boundary of this polynomial cone. Incidentally, the corresponding cone of splines consists of functions that are monotone nondecreasing in every variable, hence it is not dense in the cone of nonnegative continuous functions over \([0, 1]^d \).

### 3.3. B-splines and Bernstein polynomials

We must mention that, unlike the use of piecewise WSOS splines, the above polyhedral approach to the arrival rate estimation problem (and other shape-constrained estimation problems) is not completely new in the statistical and function estimation literature, even though the most common approach is somewhat different: typically a nonnegative basis of spline functions is chosen, such as B-splines [3], and the optimization is carried out over the nonnegative linear combination of this basis.
Similar approaches have primarily been used in univariate shape-constrained estimation problems, where the complicating constraint is not the nonnegativity, but the monotonicity or convexity of the estimator. For instance, in [11], convex regression with residual sum of squares loss function is approached by searching over piecewise linear functions with fixed knot points. [5] employs a similar approach for monotone regression, using piecewise constant functions with knot points aligned with the data points. In [21], monotone regression is translated to an optimization problem over the cone generated by I-splines, which are integral functions of B-splines, forming a basis of monotone non-decreasing functions. In [9], quadratic B-splines are used for monotone regression, while [7] employs cubic splines in convex/concave regression. It is clear that nonnegativity, monotonicity and convexity in these spline spaces are expressible by finitely many linear inequalities on the spline coefficients: it is sufficient to require that the piecewise linear first (resp., second) derivative of the spline estimator be nonnegative at its knot points. The same does not hold if the degree of the spline is increased by one.

With the exception of Brunk’s above result [5], no theoretical justification is provided that the optimal estimator belongs to the polyhedral space considered, or that the optimal estimator can be approximated by a spline chosen from the polyhedral cone of splines considered, for instance in the sense of Theorem 3. To our knowledge, no analogous results to Theorems 5 and 6 are known for multivariate estimation problems.

The perhaps most popular splines used in the estimation, approximation, and engineering literature are B-splines. Since the B-spline basis functions are nonnegative, the polyhedral approach analogous to the previous section is to optimize over splines whose coefficients in the B-spline basis are nonnegative. However, as the following theorem shows, cones generated by B-splines of a given degree and given subdivision form a proper subcone of splines with nonnegative coefficients in their scaled representation (4) with the Bernstein polynomial basis as \( U \). Hence, we do not consider B-splines any further.

**Theorem 8.** For every given degree and subdivision of domain, the cone generated by B-splines is a subset of the cone of piecewise multivariate Bernstein polynomial splines of the same degree and subdivision. For degrees greater than one, this containment is strict.

**Proof.** Since both multivariate B-splines and piecewise \( U \)-splines are defined as tensor product splines, it suffices to prove the assertion in the univariate case, and the multivariate statement immediately follows.

Let \( n \) be the degree of the splines, and \( a \) be the given knot point sequence. B-splines are linear combinations of the B-spline basis functions, whose supports are intervals between non-consecutive knot points. Recall the well-known Cox–de Boor recursion formula [3]: if \( f_{n,i} \), \( i = 0, \ldots, m \) denote the B-spline basis functions of degree \( n \) with knot points \( 0, \ldots, m - 1 \), then for every \( i = 0, \ldots, m \),

\[
\begin{align*}
  f_{0,i}(x) &= \begin{cases} 1 & i \leq x < i + 1, \\ 0 & \text{otherwise} \end{cases}, \quad \text{and} \\
  f_{n,i}(x) &= \frac{x - i}{n} f_{n-1,i}(x) + \frac{(i + n + 1) - x}{n} f_{n-1,i+1}(x) \quad n \geq 1. 
\end{align*}
\]

To prove our claim, we need a characterization of B-splines of degree \( n \) as splines of the form \( \mathcal{P}(U_n, a) \) with some basis \( U_n \) of degree \( n \) polynomials; then we compare \( U_n \) to the Bernstein polynomial basis. First, we obtain a recursion on the appropriate \( U_n \) from [5], and then we establish a recursive formula on the basis transformation matrix between \( U_n \) and the degree \( n \) Bernstein polynomial basis. We complete the proof by showing that each entry of that matrix is nonnegative.

A B-spline segment between two consecutive knot points can be written as a nonnegative linear combination of the same segment of the B-spline basis functions. We can assume without loss of generality that the knot points in question are at 0 and 1, and to simplify the calculations we
consider scaled Bernstein polynomials with leading coefficients ±1, that is, for the purposes of this proof, the \( i \)th Bernstein polynomial of degree \( n \) is \( b_{n,i}(x) = x^i(1-x)^{n-i} \).

Note that the basis functions \( f_{n,0}, \ldots, f_{n,m} \) are shifted copies of each other: \( f_{n,i}(x) = f_{n,0}(x-i) \). Hence the B-spline segment between knot points 0 and 1 is a nonnegative linear combination of the functions \( f_{n,0}(x+i) \), \( i = 0, \ldots, m \), or more precisely, of the functions

\[
g_{n,i}(x) \overset{\text{def}}{=} f_{n,0}(x+i) \quad \forall i = 0, \ldots, n,
\]
as \( f_{n,0}(x+i) \) is identically zero for \( i > n \). Hence, \( U_n = \{g_{n,0}, \ldots, g_{n,n}\} \). Rewriting the recursion (5b) in terms of \( g_{n,i} \) we obtain

\[
g_{n,i}(x) = f_{n,0}(x+i) = \frac{x+i}{n} f_{n-1,0}(x+i) + \frac{(n+1)-(x+i)}{n} f_{n-1,1}(x+i)
\]

\[
= \frac{x+i}{n} f_{n-1,0}(x+i) + \frac{(n+1)-(x+i)}{n} f_{n-1,0}(x+(i-1))
\]

\[
= \frac{x+i}{n} g_{n-1,i}(x) + \frac{(n+1)-(x+i)}{n} g_{n-1,i-1}(x), \quad \forall i = 0, \ldots, n,
\]

with \( g_{0,0} = 1 \).

Using this recursion we can also find a recursive formula for the matrix of the basis transformation from the polynomials \( g_{n,i} \) to the Bernstein polynomials \( b_{n,i} \). Let \( A_{n,k,i,j} \) be the coefficient of \( b_{n,j} \) in the unique representation of \( g_{k,i,j} \) in the basis \( \{b_{n,0}, \ldots, b_{n,n}\} \), and \( B_{n,k,i,j} \) be the coefficient of \( b_{n,j} \) in the unique representation of \( x \to x g_{k,i}(x) \) in the same basis. Then we have

\[
A_{n+1,n,i,j} = A_{n,n,i,j} + A_{n,n,i,j-1}
\]

from the identity \( b_{n+1,j-1} + b_{n+1,j} = b_{n,j} \), and

\[
B_{n+1,k,i,j} = A_{n,k,i,j-1}
\]

from the identity \( x b_{n,j-1}(x) = b_{n+1,j}(x) \). (The coefficients \( A_{n,k,i,j} \) are defined to be zero whenever the indices are “out of bounds”, in particular when \( j < 0 \).) Using (7) and (8), the recursion (6) on \( g_{n,i} \) translates to

\[
nA_{n,n,i,j} = B_{n,n-1,i,j} + iA_{n,n-1,i,j} + (n+1-i)A_{n,n-1,i-1,j} - B_{n,n-1,i-1,j}
\]

\[
= A_{n-1,n-1,i,j-1} + iA_{n,n-1,i,j} + (n+1-i)A_{n,n-1,i-1,j} - A_{n-1,n-1,i-1,j-1}
\]

\[
= A_{n-1,n-1,i-1,j} + iA_{n,n-1,i,j} + iA_{n-1,n-1,i,j-1} + (n+1-i)A_{n-1,n-1,i-1,j} +
\]

\[
+ (n+1-i)A_{n-1,n-1,i-1,j-1} + A_{n-1,n-1,i-1,j-1} - A_{n-1,n-1,i-1,j} - A_{n-1,n-1,i-1,j-1}
\]

\[
= iA_{n-1,n-1,i,j} + (n+1-i)A_{n,n-1,i-1,j} +
\]

\[
+ (i+1)A_{n-1,n-1,i,j-1} + (n-i)A_{n-1,n-1,i-1,j-1}
\]

for every \( n \geq 1 \) and \( 0 \leq i,j \leq n \). Every coefficient on the right-hand side is nonnegative. Since \( A_{0,0,0,0} = 1 \geq 0 \), this implies that \( A_{n,n,i,j} \geq 0 \) for every \( 0 \leq i,j \leq n \) by induction.

To see that the containment is strict when \( n \geq 2 \), it is sufficient to exhibit a Bernstein polynomial that is not a nonnegative linear combination of \( U_n \). Since \( b_{n,k}(0) = b_{n,k}(1) = 0 \) for every \( k = 1, \ldots, n-1 \), but \( g_{n,i}(0) + g_{n,i}(1) > 0 \) for every \( i = 0, \ldots, n \), it follows that every \( b_{n,k} \) is such a polynomial for \( k = 1, \ldots, n-1 \). □

4. A DECOMPOSITION METHOD FOR MULTIVARIATE SPLINE ESTIMATION

The size of the optimization models involving multivariate splines prohibits the solution of models of high dimension or small mesh size. On the other hand, these problems have a very regular and sparse structure that makes them potentially amenable to decomposition methods. In this section we outline an augmented Lagrangian decomposition method with particularly good convergence.
properties for spline estimation problems. We illustrate it, in the next section, by estimating the (two-dimensional) weekly arrival rate of car accidents on the New Jersey Turnpike.

There is a vast literature on decomposition methods for both linear and nonlinear convex optimization problems, an area initiated by Dantzig and Wolfe [6] and Benders [2]. Several existing methods can be adapted to our problem. The method we propose is a considerably simplified version of the augmented Lagrangian-based method of [24] specifically designed for sparse problems. Since some of the details of our specific estimation problem might obscure the main ideas of the algorithm, we shall discuss the method in a slightly more abstract form than necessary for our purposes.

4.1. Augmented Lagrangian decomposition for sparse problems. Let \( L \geq 2 \), and let \( X_i \) (\( i = 1, \ldots, L \)) be a nonempty compact subset of \( \mathbb{R}^{n_i} \). Finally, let \( f_i: X_i \rightarrow \mathbb{R} \) be convex. With these given, we consider the convex optimization problem

\[
\begin{align*}
\text{minimize} & \quad f(x) := \sum_{i=1}^{L} f_i(x_i) \\
\text{subject to} & \quad \sum_{i=1}^{L} A_i x_i = b \\
& \quad x_i \in X_i \quad i = 1, \ldots, L.
\end{align*}
\]  

As a specific example, we can model arrival rate estimation problems in this framework: the integrals in the objective function (1) can be computed piecewise, and the nonnegativity constraints are also defined piecewise. The nonnegativity constraints are then replaced by constraints that the scaled representation of each piece belongs to a WSOS cone. In the rest of the paper we will refer to these constraints as “the WSOS constraints” for short. The WSOS constraints are translated to semidefinite constraints via Theorem 4 or to linear constraints if the polyhedral approach and Theorem 6 are used.

Thus, we can set \( L \) to be the number of pieces, (9c) are the WSOS constraints, and (9b) includes the continuity of the estimator and its derivatives, as well as periodicity constraints, as needed for the problem. See [19] for models of various shape-constrained estimation problems in the same framework.

Alternatively, if the estimator is a polynomial spline over a rectilinear grid, as in Theorems 5 and 6, we can set \( L = 2 \), since all constraints connect only pieces of two disjoint classes, following a chessboard-like pattern. The same is true for some other regular subdivisions as well, including a regular simplicial subdivision. This property can be exploited by some methods. We shall focus on a direct consequence of this observation: that in our arrival rate estimation model all of the coupling constraints in (9b) involve variables corresponding to only two different \( X_i \).

The condition that the sets \( X_i \) be bounded is a rather technical condition, as one can always find reasonable bounds on the spline coefficients based on the data. In our arrival rate estimation model this condition is always satisfied, since the optimal estimator is a piecewise nonnegative polynomial function whose integral is given by Lemma 1.

The method proposed in [24] associates multipliers \( \pi \) to the linear coupling constraints, and considers a separable approximation \( \Lambda_{\text{apx}} \) of the augmented Lagrangian of (9),

\[
\Lambda(x, \pi) = f(x) + \langle \pi, b - Ax \rangle + \frac{\rho}{2} \| b - Ax \|^2,
\]

in which the bilinear terms in the quadratic penalties are linearized around a point \( \tilde{x} \in \mathbb{R}^{\sum_{i=1}^{L} n_i} \):

\[
\Lambda_{\text{apx}}(x, \tilde{x}, \pi) := \sum_{i=1}^{L} \Lambda_i(x_i, \tilde{x}_i, \pi) = \sum_{i=1}^{L} f_i(x_i) - \langle A^T_i \pi, x_i \rangle + \frac{\rho}{2} \| b - A_i x_i - \sum_{j \neq i} A_j \tilde{x}_j \|^2.
\]
The approach then is to fix a set of multipliers, and find an approximate minimizer of the augmented Lagrangian $\Lambda(\cdot, \pi)$ by iteratively minimizing $\Lambda_{\text{apx}}(\cdot, \tilde{x}, \pi)$ and updating $\tilde{x}$ so as to approximate the optimal solution better. The components $\Lambda_i$ of the approximate Lagrangian can be optimized separately, and even in parallel (in a Jacobi, rather than a Gauss–Seidel, fashion), which is a very desirable property when infrastructure for massively parallel computations is available. Once an approximately optimal solution to the augmented Lagrangian is found, the multipliers are updated as in the classic multiplier method [23]. The formal definition of the method is given in Algorithm 1, which requires two parameters: the augmented Lagrangian coefficient $\rho$, and a step size parameter $\tau$.

**Algorithm 1:** Partially linearized augmented Lagrangian decomposition

<table>
<thead>
<tr>
<th>parameters: $\rho &gt; 0, \tau &gt; 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

It can be shown that for every $\rho > 0$ and small enough $\tau > 0$ Algorithm 1 is convergent; see below. For the inner loop this is a special case of Theorem 1 in [24], and for the outer loop this follows from the convergence of the method of multipliers [23]. Perhaps the most attractive feature of Algorithm 1 is that its rate of convergence depends very highly on the largest number $M$ of variable blocks $x_i$ linked by a coupling equality constraint, favoring problems with a sparse neighborhood structure. Let us measure the progress of the algorithm by the difference

$$
\Delta^{(k)} \overset{\text{def}}{=} \Lambda(\tilde{x}^{(k)}, \pi^{(k)}) - \min_{x \in X} \Lambda(x, \pi^{(k)}),
$$

where the superscript $k$ refers to the number of times the outer loop of Algorithm 1 has been executed. The following theorem establishes the rate of convergence under a technical assumption.

**Theorem 9.** Assume that there is a $\gamma > 0$ such that for every $\pi$ and every $x \in X$,

$$
\Lambda(x, \pi) - \min_{x \in X} \Lambda(x, \pi) \geq \gamma \dist(x, \arg \min_{x \in X} \Lambda(x, \pi))^2,
$$

and let $\alpha = \max_i \|A_i\|_2$. Then for every $\rho > 0$ and $0 < \tau < 1/(M - 1)$,

$$
\Delta^{(k+1)} \leq \left(1 - \frac{\tau(1 - \tau(M - 1))}{1 + 2\rho \alpha^2(M - 1)^2 \gamma^{-1}}\right) \Delta^{(k)}.
$$

**Proof.** This is a special case of Theorem 2 in [24].

We remark again that in our arrival rate estimation model each coupling constraint connects only two $x_i$’s, that is, we have $M = 2$. Thus Algorithm 1 has particularly rapid convergence when applied to our problem.

The first condition of the theorem is the quadratic growth condition of [24], and is satisfied by the log-likelihood objective. Theorem 9 also suggests a way to set the parameter $\tau$: minimizing the coefficient on the right-hand side of (11) we obtain that $\tau = (2(M - 1))^{-1}$ is the recommended choice, regardless of $\rho$. The theory does not provide guidance in the selection of $\rho$.  

5. Numerical illustration – NJ Turnpike accidents

We consider the two-dimensional point process of car accidents on the New Jersey Turnpike (NJTP). The two dimensions are time (with an assumed weekly periodicity) and location along the road. It is not entirely clear whether this is indeed a Poisson process, as accidents may change the traffic pattern, which in turn affects the distribution of the accidents. Furthermore, coincidences in the location (which could occur, for example, because of a construction) have likelihood zero in every Poisson model. However, as the accidents are relatively rare (serious accidents that change the traffic pattern for a long period of time are even more so), and major highways are assumed to have no easy-to-hit objects, a Poisson model may be a reasonable approximation. The fact that accidents may occur more frequently close to exits does not contradict the non-homogeneous Poisson model.

The data. We obtained car accident data from the New Jersey Department of Transportation [18]. The raw data contained information on every car accident in 2009 recorded at the accident locations by police officers. The time of the accident is rounded to the nearest minute, but it is not clear whether the recorded time is the approximate time of the accident, the time the police were notified of the accident, or the time the officers attended to the accident. Hence, we consider this as noisy data, despite its apparent precision. The location is given by the Standard Route Identifier of the road segment and an approximate milepost reading (variably rounded, apparently to the nearest 0.05 mile or to the nearest mile).

We removed all entries from the data that corresponded to accidents in roads other than the NJTP segment marked I-95. This is an approximately 78-mile-long segment stretching between two state borders (with Pennsylvania and New York, respectively) with no forks or joins. Date and time were present for each accident, however, the location (milepost) was not always specified. To simplify the analysis, we removed entries with missing milepost information. While we could take these accidents into account directly in the maximum-likelihood approach, such incomplete entries were few, and it is reasonable to assume that accidents whose milepost is missing follow the same time and milepost distribution as the entries with complete information. Hence, we simplify our model, and estimate the arrival rate based only on the entries with complete information, and then we divide the obtained arrival rate with the proportion of entries with complete information to account for the discarded accidents. We also removed all accidents that happened on ramps while entering or leaving the highway, as they are confounding in multiple ways. This left us with 4138 accidents.

Numerical results. In our example $\Delta = [0,T] \times [0,X]$; $T = 1$ week, $X = 77.96$ miles. Considering the format of the data, the regions $I$ in the objective function can be rectangles no smaller than 1 minute by 0.1 miles, but even considerably larger rectangles are reasonable, given the rounding errors.

Figure 1 shows a biquadratic spline estimator with $28 \times 13$ pieces (so each piece corresponds to 6 hours and roughly 6 miles), the regions $I$ were 1 minute by 1 mile rectangles. The estimator was obtained using the polyhedral model, with the cubic Bernstein polynomial basis, and an AMPL [8] implementation of Algorithm 1, in which the subproblems were solved by the solver KNITRO [30].

A few important features to note: along the time dimension seven daily peaks are clearly distinguishable. Two “hot spots” are also identified: the are with a high number of accidents each day is the vicinity of the Newark airport exit, while the second one, with a large daily variation in the number of accidents, is in the area where the truck lanes and the cars-only lanes merge.

6. Conclusion

We have presented an efficient approach for the spline estimation of non-homogeneous, multi-dimensional Poisson processes from inexact arrivals. The key idea behind the approach was to consider piecewise polynomial splines whose pieces are from a polynomial cone possessing two
properties: the cone admits a good characterization suitable for optimization, and the splines built from them can uniformly approximate every continuous function. Two variants of this approach were considered: one that uses weighted-sum-of-squares polynomials and leads to optimization models with semidefinite constraints, and one that uses polynomials with nonnegative coefficients and results in linearly constrained optimization models.

The approach was then combined with a decomposition method whose worst-case running time explicitly depends on the sparsity of the neighborhood structure defined by the constraints coupling subproblems. This neighborhood structure is the sparsest possible for the spline estimation problems of our interest.

We have presented the WSOS (spectrahedral) approach along with its polyhedral special case, and established their theoretical soundness with the density theorems (Theorem 5 and 6). We have shown that they improve a popular method that uses B-splines, and also illustrated their practical feasibility by estimating the arrival rate of accidents on the New Jersey Turnpike, using a basic single-machine configuration. In a parallel computing setting, where the subproblems corresponding to the pieces are solved in parallel, the general WSOS approach is more desirable, since it gives better approximations to nonnegative splines, and the additional time required to solve the semidefinite programming subproblems, as opposed to polyhedral subproblems, is negligible, owing to the relatively small size of these subproblems. The practical difference between the polyhedral and the WSOS approaches will be subject of further computational study.

Several questions and future research directions emerge. While in this paper we concentrate only on arrival rate estimation, many of the ideas presented are also applicable for other estimation problems as well. Many of these ideas appear in the thesis of the first author, but research in this area is far from complete. Another observation worthy of further investigation is the fact that most splines have a bipartite structure: their pieces can be partitioned into two disjoint classes such that only pieces from different classes are adjacent. This makes the arrival estimation model considered in this paper amenable to a number of other iterative decomposition methods, including alternating direction methods. Comparing these approaches and the one presented, especially on a parallel architecture, would be interesting.
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