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Text S1: Parametric uncertainty quantification 

We gauged the level of uncertainty related to values of each parameter based on both 
literature and expert knowledge. For use of expert knowledge, we conducted 
workshops in 2008 and 2009 that included members of our own lab and two other 
mosquito ecology labs: Professor Thomas Scott’s Lab (University of California, Davis) 
and Professor Laura Harrington’s Lab (Cornell University). In the workshops, we 
explained the meaning of each parameter to the participants and we described to them 
our approach for visualizing and quantifying values of uncertainty (see Figure S1.1).  

 
Figure S1.1 Probability distributions used to describe differing levels of uncertainty in 
the value of a parameter, x, whose default value is xdefault and for which the lower and 
upper limits are xmin and xmax. Uncertainty in the value of x is described by a beta 
distribution, with the scaled value y = (x – xmin)/( xmax - xmin) following a beta 
distribution with parameters a and b. We take a = g (xdefault – xmin)/( xmax - xmin) and b 
= g (xmax – xdefault)/( xmax - xmin). The parameter g characterizes the confidence in the 
default value of the parameter, with g = 4 if confidence is low, g = 10 if confidence is 
moderate, and g = 20 if confidence is high. For the examples shown, we have assumed 
that xdefault falls exactly halfway between the lower and upper limits, i.e. xdefault = ( xmin 

+ xmax )/2, giving symmetric distributions. In general, however, the distributions are 
asymmetric about xdefault. 
 

 
The participants were asked to provide, for each parameter, their expert opinion on the 
extreme possible values the parameter could take and their confidence in the default 
value of this parameter (the assumed most likely value based on data and experience), 
expressed as one of four levels of confidence: 1) no confidence; 2) low confidence; 3) 
moderate confidence; and 4) high confidence (see Figure S1.1). We emphasized to the 
participants that we wanted their answers to reflect, as much as possible, the views of 
the mosquito ecology research community. We then defined the range of possible 
values for each parameter based on the collected opinions on extreme values, and we 
used the expressed level of confidence to define the probability distribution of specific 
values within this range. If we had no confidence for a particular default value, then 
we assigned a uniform distribution to the probability distribution over the possible 
range. Otherwise, we used a beta distribution, scaled to the possible range, to assign 
higher probabilities to values near the default value, setting the likelihood of the 
default value in the low, moderate and high confidence scenarios to be approximately 
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1.5, 2.5 and 3.5 times as large as that defined in the uniform distribution (Figure S1.1). 
Generally, experts in the workshops agreed on the ranges and confidence levels in the 
default value for each parameter. When there was no consensus, we used the 
minimum value provided for the lower range and maximum value provided for the 
upper range. For the confidence levels in default values, we used the levels with 
majority agreements. 
 For parameters not directly measurable in the field or in the lab, it was difficult 
for the experts to provide their knowledge about the uncertainty. For most parameters, 
the literature provides both means (default values) and estimates of experimental 
uncertainty (e.g., standard errors). However, for parameters in the weight gain model 
and in the development rate model (see Text S2 and S3), where the original paper 
only reported the estimated values but no associated uncertainty, we digitized figures 
in the original paper and re-estimated the parameters to get their possible ranges and 
the confidence levels of default values (see Text S1.2 and S1.3). 

S1.1. Uncertainty in survivorship 

In Skeeter Buster, adult mosquito survivorship can either be assumed to be 
age-independent or age-dependent. In this uncertainty analysis, we assume that the 
survival rate is constant. Since the effect of age-dependent survival for female adults 
only becomes evident after about 20 days in laboratory experiments [1], this 
assumption should not have a major effect on the validity of our uncertainty analysis 
results given the shorter life-spans of mosquitoes in the field resulting from predation 
and other environmental factors. Based on our workshops and the literature [2,3,4,5,6], 
the default value for nominal survival rate for female adults and male adults is set at 
0.89 and 0.77 respectively. Uncertainty in the nominal survival rate is assigned with a 
range from 0.75 to 0.99 and a range from 0.72 to 0.99 for female adults and male 
adults, respectively. Based on our workshops, we conclude that there is moderate 
confidence in the default values. It should be borne in mind, particularly when 
considering values at the upper ends of these ranges, that Skeeter Buster considers 
additional effects of temperature and moisture on mosquito survival. See Table S1, S2 
and S3 for details on our use of categories of confidence and quantifications for 
survival parameters of adults, larvae, pupae and eggs. 

S1.2. Uncertainty in weight gain model 

Uncertainties in the parameters of larval weight gain model are defined based 
on a re-estimation of parameters using the larval weight data from Gilpin & 
McClelland [7] and a Metropolis-Hastings fitting algorithm [8,9] (see Text S2 for 
details). Based on the defined uncertainties in model parameters, for a 200ml cup with 
40 mg liver powder and 20 larvae (initial weight = 0.001 mg), the 95% confidence 
interval for predicted weight after 4 days ranges between 0.28 and 0.62 mg (see 
Figure S1.2). Uncertainty in the predicted weight gain is relatively larger for larvae 
with higher body weights due to the propagation of uncertainty in the weight gain 
model. 
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Figure S1.2 Uncertainty in the predicted larval weights by the weight gain model with 
parametric uncertainties defined in Table S4. Initially, 40 mg of food and 20 larvae 
are present. The yellow, green, blue and grey bands represent the 50% ,75% ,95% 
confidence interval of the prediction, respectively. The grey band represents the 
output boundary. The central blue line is the median. Symbols depict data points from 
Gilpin & McClelland [3] (squares: “house strain”, triangles: “bush strain”). 

S1.3. Uncertainties in development times 

Uncertainty in the estimation of development times was calculated based on a 
re-estimation of four parameters in a enzyme kinetics model [8, see eq. (S7)] using 
data from the literature (Tun-Lin et al. [9], Rueda et al. [10], Focks et al. [11] and 
Farnesi et al. [12]) and a Metropolis-Hastings fitting algorithm (see section S3 in 
Supplementary Materials). We used standard deviations of estimated development 
times from the literature to construct possible development time ranges at different 
temperatures. These ranges defined our uncertainty in the development rate response 
curve as a function of temperature. This uncertainty in the functional curve was of 
more interest to us than uncertainties in individual parameters of the enzyme kinetics 
model, since the parameters themselves have limited biological meaning [13]. Instead, 
the use of this model should be seen as a means to construct a non-linear relationship 
between development and temperature. The uncertainty in the estimated relationship 
between temperature and development rate itself was therefore more relevant than the 
uncertainties associated with each individual parameter.  

We represented uncertainty in the response of development rate to temperature 
with an ensemble of 2000 development rate response curves generated by the 
Metropolis-Hastings method. A development rate response curve corresponds to a 
specific value of each of the four parameters in the enzyme kinetics model, and 
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defines the relationship between development rate and temperature. For the 
uncertainty analysis of the Skeeter Buster model, we draw random samples of 
development rate response curves from the ensemble (see Text S3 for details) to 
quantify the amount of uncertainty in model outputs contributed by uncertainty in the 
estimated relationship between temperature and development rate. 

The resulting temperature-dependent uncertainties for development times for 
eggs, larvae, pupae and gonotrophic cycle durations are shown in Figure S1.3. We can 
see that uncertainty in development time is relatively high at lower temperatures, 
which is attributed to three reasons. First, lower temperatures lengthen the time taken 
to complete the life stage, which gives a higher potential for individual variability to 
accumulate. Second, the lower survival rate due to very low temperature will result in 
a reduced number of individuals completing the specific stage, with the resulting 
smaller sample size leading to lower confidence for the estimated development time. 
Third, the model structure itself may not be able to capture the development time at 
extreme environmental conditions. This is one type of structural uncertainty. The large 
uncertainty at lower temperatures may play a large role in temperate areas, but may 
not have much effect on model predictions for our study area since the temperature 
there is generally higher than 20 oC (see Figure S3). 
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Figure S 1.3 Uncertainty in the estimation of development times for (a) eggs, (b) 
larvae, (c) pupae and (d) gonotrophic cycle duration as functions of temperature. The 
embryonic development times for eggs are estimated based on data from Farnesi et al. 
[12]. The development times for larvae and pupae are estimated based on data from 
Rueda et al. [10] and Tun-Lin et al. [9]. The estimated uncertainty encompasses data 
from Kamimura et al. [14]. In panels (b) and (c), the circles represent data from Rueda 
et al. [10] and the squares (shifted to the right by 0.5 ºC to aid visibility) are data from 
Tun-Lin et al. [9]. The triangle points (shifted to the left by 0.5 ºC to aid visibility) 
represent the data from Kamimura et al.[14]. The gonotrophic cycle durations are 
estimated based on data from Focks et al [11]. The vertical lines indicate the standard 
deviations (+/- one standard deviation) of the development times. The central line 
represents the median of the prediction based on the parameter sets sampled by FAST. 
The yellow, green, blue and grey bands represent the 50% ,75% ,95% confidence 
interval of the prediction, respectively. The grey band represents the output boundary. 
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S1.4. Uncertainty in spatial dispersal 

There is a large amount of uncertainty in the estimate of Ae. aegypti dispersal [see 
15, Chapter 15 for a review]. The maximum dispersal distance ranges from 100 to 800 
meters. The spatial dispersal rate is mainly estimated based on the 
mark-release-recapture approach and the associated uncertainty is assumed to result 
from different factors including sampling error, recapture rate, mosquito survival, 
breeding site availability, and environmental heterogeneity. In the Skeeter Buster 
model, two types of dispersal are used to model mosquito movement: short-range 
dispersal (dispersal to a neighboring house), and long-range dispersal (dispersal from 
the original house to any other within a specified maximum dispersal distance). 
Harrington et al. [16] showed that, in their mark-release-recapture experiments, the 
majority of mosquitoes (72% of males and 65% of females) were captured in houses 
adjacent to their outdoor release location during 4-12 capture days. Thus, our 
assumption in the Skeeter Buster model that short-range dispersal between 
neighboring houses is the major dispersal mechanism is consistent with these 
observations. An adult mosquito may, however, make short-range dispersals on more 
than one day, so its lifetime dispersal could cover several houses [17]. The uncertainty 
range of daily probability of short-range dispersal is defined between 0.05 to 0.5 with 
a default value of 0.3, which is fitted using Harrington’s data [16,17]. The daily 
probability of long-range dispersal is defined between 0 and 0.1 with a default value 
of 0.02. The confidence for default values of both female and male adults is defined to 
be low based both on the literature and expert opinion. See Table S5 for details of 
uncertainty quantifications for all spatial dispersal parameters. 

S1.5. Correlation among model parameters 

Model parameters are often assumed to be independent. However, they may be 
correlated as a result of common factors (e.g., common environmental factors or 
factors controlling the different biological parameters). For example, if a specific 
environmental factor favors survival of female adults, it is highly likely that the 
survival of male adults will also be favored. This can lead to a correlation between 
survival rates of male adults and those of female adults. However, if we assume 
independence of parameters, the sampling of parameters undertaken as part of the 
uncertainty analysis could generate unrealistic combinations (e.g., the survival rate for 
male adults is very high while the survival rate for female adults is very low). Thus, it 
is important to incorporate potential correlations among parameters. In uncertainty 
analysis, taking correlation into account for linear models (i.e., the model outputs are 
linearly dependent on model parameters) can often increase the amount of uncertainty 
in the model’s predictions if positive correlation is assumed (due to the enhanced 
population dynamics if sampled values of two parameters are both high, assuming 
parameters are positively correlated with model output) and decrease the amount of 
uncertainty in the model’s predictions if negative correlation is assumed (due to the 
balancing of population dynamics by low and high parameter values, assuming 
parameters are positively correlated with model output). However, for complex 
models, the effects of correlation on uncertainty can be different due to the complex 
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relationships (e.g., nonlinear and non-monotonic relationships) between model 
predictions and individual parameters. 

For most of the parameters, it is difficult to estimate the correlations among 
them based on available data, thus the correlation values are simply a best estimate 
from expert opinion. In this study, we assume a rank correlation of 0.3 between 
nominal survival rates for female and male adults, between nominal survival rates for 
larvae and pupae, between the survival factor under high sun exposure and that under 
high saturation deficit, between the short-range dispersal probabilities for females and 
males, and also between long-range dispersal probabilities for females and males. A 
correlation coefficient of 0.89 is assigned between intercept and slope for lipid 
prediction (see eq. (S2.6) in Text S2), which is based on the data fitting using a linear 
regression. All other parameter combinations are considered as being independent of 
each other because we lack information that clearly suggests that a correlation exists. 
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   Text S2: Parameter estimation for the larval weight gain model 

�

The larval weight gain model [1] is governed by two equations:  

       

( )( )
( ) (1 )

( ) 1 ( )
( )

b cF tdW t
aW t e

dt
dF t dW t

N t
dt a dt

-= -

= -
                         (S2.1) 

where ( )N t is the total number of larvae in the container, ( )W t is the larval weight 

(mg), and )(tF is the amount of food (mg) in the container at time t. The factorais the 

conversion rate of consumed food to biomass, b represents the body weight effect on 
larval food exploitation rate, and c is the coefficient of food dependence, with a lower 
value indicating a stronger effect of food on larval growth (see Figure S2.1 for more 
explanations) and a stronger effect of density dependence on larval population 
growth.  

 
Figure S2.1  Effect of the food amount in water containers on larval growth with 
different coefficients of food dependence based on the larval weigh gain model as 
specified in eq.(S2.1). A lower value of the coefficient of food dependence leads to a 
stronger effect of food on larval growth. 
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observed data can be described by log-normal distributions as follows 

                   2log ( ) ~ (log ( ) , )pw t N w t s .           (S2. 2) 

In other words, the logged larval weight is normally distributed with mean 

[i.e.,log ( )pw t ] predicted by the larval weight gain model and variance 2s . The 

experiment use three different levels food inputs (0.25 g, 0.1 g and 0.04 g liver 
powder in a 200 ml cup), four levels of larvae inputs (8, 20, 51 and 128), two strains 
(house and bush strain). With weight sampling at 12 hour intervals, there are 160 
weight observation data points. Observations made at the first time point for each 
experiment are taken as initial values for the weight gain model in eq. (S2.1).  
 We employ a Bayesian approach to estimate model parameters. The prior 
distributions for the parameters are specified as follows, 

                   

2

~ Uniform[0,0.5]

~ Uniform[0,1]

~ Uniform[0,1]

1
~ Gamma(0.001,0.001)

a

b

c

s       

(S2.3) 

where Uniform[a ,b ] represents a uniform distribution with on the interval [a ,b ]; 

Gamma (a ,b ) represents a gamma distribution. With the specified prior distribution 

for parameters and the statistical model for data specified in eq.(S2.2), Bayes’ rule is 
used to derive the posterior distribution for the parameters given the observed data as 
follows,  

     

2
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2 2
1

2 2
22

1

( , , , | ,...., )
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i ip
i

f a b c w w

f w w a b c f a f b f c f

w w f a f b f c f

s

s s

s
sps =

µ

= - -�

   (S2.4) 

where 1,...., nw w  are the observed body weights and 
ipw are the predicted larval 

weights. The function 2( ), ( ), ( ),and ( )f a f b f c f s  are the prior probability 

distribution functions defined in eq. (S2.3). Since the posterior distribution in eq. 
(S2.4) can be very difficult to derive analytically, in this study, the 
Metropolis-Hastings approach [2,3] is used to draw samples for the parameters from 
the posterior distribution. Specifically, the algorithm is implemented as follows, 

1) Assign initial values to 2, , ,a b cs ; 

2) Run the weight gain model in eq. (S2.1), which is numerically evaluated using 
the Euler method; 

3) Calculate the posterior likelihood 2
1( , , , | , ...., )nf a b c w ws  based on eq. (S2.4); 
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4) Propose new values for parameters with a multivariate normal distribution  

2 2*, *, *, *a a b b c c s s= = = = ; 

5) Calculate the posterior likelihood 2
1( *, *, *, * | , ...., )nf a b c w ws  based on eq. 

(S2.4); 
6) Draw a random sample u from uniform [0,1]. If  

2
1

2
1

( *, *, *, * | ,...., )
( , , , | ,...., )

n

n

f a b c w w
u

f a b c w w
s

s
< , 

then accept the new proposed parameter values; otherwise stay put. 
7) Repeat step 4)-6). 

It can be shown that sample drawn by the Metropolis-Hastings method will follow the 
posterior distribution using the fact that the Markov chain is stationary if the proposal 
distribution is symmetric [4].  
 In this study, we run a chain of 150,000 iterations and a burn size of 50, 000 (the 
initial sequence of samples that is discarded to eliminate dependence on the initial 
choice of parameter values). We calculate the statistics of estimated parameters using 
every tenth sample of the parameters (to reduce the effect of auto-correlation on 
sample statistics) (See Table S2.1 ).   
 

Table S2.1 Estimated parameters for the weight gain model 
� �� �� �� 2s �

����� &*��� &*$&� &*��� �&*&#�

+����������������� &*&&##� &*&&"&� &*��� �*���

 
The weight gain model in eq.(S2.1) specifies the net growth of larval weight. A 

full version of the weight gain model has an additional term for metabolic weight loss 
as follows, 

                
2( )

1

( )
[ ( ) (1 ) ( ) ]db cF tdW t

a W t e d W t
dt

-= - -
   

(S2.5) 

where 2)(1
dtWd  represents biomass loss due to metabolic activity. d1 is the coefficient 

of metabolic weight loss, with a higher value indicating higher amount of energy is 
used for metabolic activity, and d2 represents the effect of body weight on metabolic 
activity and is commonly set at 2/3 [5]. Since the metabolic weight loss term in the 

larval weight gain model (i.e., 2
1 ( )dd W t ) is not identifiable based on the available 

data, the coefficient of metabolic weight loss (i.e., d1) was assigned with a range 
between 0.005 and 0.032 based on expert opinion. This means that the percent of 
weight loss by metabolic activities is between 0.5 and 3.2 percent of body weight gain 
with no food constraint. 

If there is no food available in the container, then the amount of lipid reserve 
in larva’s body can be crucial for survival. In Skeeter Buster, the amount of lipid is 
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calculated using the following linear function of the logged larval weight, obtained by 
applying linear regression to data from Gilpin and McClelland [5], 

                 ,)(ln)( ba LtWLtL +=                (S2.6) 

where L(t) is the percentage of lipid weight in the larva’s body at time t. The aL and bL 

are the slope and intercept, respectively. The mean and standard deviations of aL and 

bL  (see Table S4) are estimated based on fitting of the linear regression to the data 

from Gilpin and McClelland [5]. 
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Text S3: Parameter estimation for the enzyme kinetics model 

�

The developmental rates of different life stages in the Skeeter Buster model are 
simulated based on an existing enzyme kinetics model [1]. This enzyme kinetics 
model assumes that development rate is determined by a single rate-controlling 
enzyme and that the enzyme is denatured at high and low temperatures. A simplified 
version of this model [2] is used in the Skeeter Buster model, assuming inactivation 
only at high temperatures. The developmental rate is calculated based on a nonlinear 
equation with four parameters,  

             

A

H

1/2 H

1 1
( )
298

(25 C)

1 1
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298)

1
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t
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t H
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e
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¹

°

D
-

D
-

=

+
,       (S3.1)  

where r(Tt) is the developmental rate (hr-1) at temperature T (K) on day t, Tt is the 
water temperature for all immature stages and air temperature for adults. � (25ºC) is 
the development rate (hr-1) at 25ºC assuming no temperature inactivation of the 
critical enzyme; � HA

�
 is the enthalpy of activation of the reaction catalyzed by the 

enzyme (cal/mol); � HH is the enthalpy change associated with high temperature 
inactivation of the enzyme (cal/mol); and T1/2H (K) is the temperature at which 50% of 
the enzyme is inactivated from high temperature.   

In order to estimate the model parameters (Tt , � (25ºC) , T1/2H and � HA
� ), we 

assume the observed data follow normal distributions as follows 

                     2( ) ~ ( ( ) , ( ))pD T N D T Ts        (S3.2) 

where ( ) pD T is the predicted development time at temperature T using eq. (S3.1) and 

2( )Ts  is the standard deviation of the observed development times at temperature T . 

We use development time data at different temperatures from Farnesi et al.[3] to 
estimate the embryonic development rate (see Figure S1.3 in Text S1). Since the 
standard deviation for mean development time is very low due to the well-controlled 
laboratory conditions of the experiment, we increase the standard error proportionally 
based on data utilized by Focks et al. [4] to estimate egg development time to reflect 
the view that the field environment can cause higher variability in development times. 
The development times for larvae and pupae are estimated based on data from Rueda 
et al [5] and Tun-Lin et al [6]. The means and standard errors at different temperatures 
are weighted for different data sources with the weights chosen to be proportional to 
the sample sizes. The development times of gonotrophic cycles are estimated using 
data from Focks et al [4]. 

We employ a Bayesian approach to estimate model parameters. The prior 
distributions for parameters are specified as follows, 
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Based on the specified prior distribution for model parameters and the statistical 
model for data in eq. (S3.2), Bayes’ rule is used to derive the posterior distribution for 
the parameters given the data as follows, 
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where 1,...., nD D  and 1,...., ns s are the mean and standard deviations of observed 

development times at different temperatures. ( )o A H25 C
( ), ( ), ( ), and ( )tf T f f H f Hr ¹D D  

are the prior distribution function as defined in eq. (S3.3). Similar to the estimation of 
growth model parameters, the Metropolis-Hastings approach is used to draw samples 
for parameters in the enzyme kinetics model from the posterior distribution in eq. 
(S3.4). In this study, we run a chain of 150,000 iterations and a burn size of 50, 000. 
The estimated statistics for the posterior distribution (sampled every 50 steps on the 
Markov chain sequence) are shown in Table 3.1. 
�

Table S3.1  Estimated parameters for development times of 
different life stages obtained using the Bayesian approach 
described in the text (Values in parentheses are standard errors). 
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 Since we are more concerned with the overall contributions to variances of model 
outputs by the uncertainties in development rates as a functional curve (or a profile) of 
temperature rather than the contribution by individual parameters, we used a 
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profile-based sampling approach to sample the development rate profiles. The main 
idea of the profile-based sampling is that, we use the mean development time under 
the temperature range between 24-28oC, which is the most relevant ranges in our 
study area, to draw random samples of development-rate profiles. Each 
development-rate profile will correspond to a mean development time (Figure S3.1). 
For the uncertainty analysis, instead of drawing samples for the parameters, we draw 
a sample for the mean development time between 24-28oC. For each mean 
development time drawn, we get corresponding parameter values for the enzyme 
kinetics model using a pool of 2000 development rate profiles (each with a specific 
set of parameter values) generated by the Metropolis-Hastings approach. 

�
Figure S3.1 Illustration of mean development time within a specified temperature 
range as a surrogate for sampling of development time profiles. Development time 
profiles are profiles (or curves) assigning development rates under different 
temperatures, determined by an enzyme kinetics model in eq.(S3.1). Profile 1 and 2, 
both with a unique set of parameters (Tt , � (25ºC), � HA� , and � HH ), are represented by the mean 
development time within the specified temperature range (24-28oC in this study). 
Each profile in a 2000 profile pool generated by a Metropolis-Hastings algorithm 
corresponds to a mean development time within the specified temperature range. For 
each sampled value of mean development time, a corresponding development profile 
in the pool with the same (or closest) mean development time will be selected to 
predict the development rate at different temperatures. 
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Text S4: Quantification of stochastic uncertainty 

The predicted population density (for either a specific house or at the community 
level) for a given life stage i at time t, denoted Ni(t), depends both on the parameter 
values of the model and on random noise (arising from demographic and 
environmental stochasticity). We can write 

                ( ) ( ) ( )Ni i it u t e t= +  

where ( )iu t is the mean population size and ( )ie t  
is the random noise. If we have 

two realizations of the model carried out using the same parameter values, then 

                  ( ) ( ) ( ) ( )'N N ' .i i i it t e t e t- = -  

Calculating the variance of both sides of the above equation, we can show that 

     ( ) ( ) ( )'[e ] Var[N N ] / 2i i iVar t t t= - . 

This indicates that we can estimate stochastic uncertainty by running the model twice 
for each parameter set sampled by FAST. Namely, 

     ( ) ( ) ( )(j) (j) 2
N N

1

1
ˆ [e ] [D D ]

2 i i

n

i
i

Var t t t
n =

= -�  

where ( )(j)
ND

i
t  indicates the difference between two replicates for the jth FAST 

sample [ ( ) ( ) ( )(j) '
ND N N

i i it t t= - ]; and n is the FAST sample size (5000 in our study). 

Finally, we can use the ratio of ( )ˆ [e ]iVar t  to the total variance of ( )Ni t  to measure 

the proportion of stochastic uncertainty in the population density prediction at the 
community or individual-house level. 
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Text S5: Spatial statistics 

In this study, we use three spatial statistics (Moran’s I, Getis Gi* (d) and 
semivariogram) to measure population distribution pattern. The Moran’s Index, I, was 
proposed by Moran in 1950 to evaluate whether a spatial pattern is clustered, 
dispersed, or random [1]. A Moran's Index value near +1.0 indicates clustering, an 
index value near -1.0 indicates dispersion, and an index of 0 indicates complete 
randomness. The specific formula for calculating the Moran’s I is as follows, 

,

2
,

( )( )

( )
i j i ji j

i j ii j i

w x x x xN
I

w x x

- -
=

-

� �
� � �

 

where N equals the number of observations; wij is the weight between locations i and j; 
xi and xj are the values at locations i and j; x   is the average over all locations of the 
variable. In this study, the weight wij is proportion to the inverse distance between 
houses. 
 The Getis Gi*(d) statistic is used in this study to identify hot spots for food inputs 
at individual houses. The formula for Gi*(d) is as follows [2,3], 
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where wij(d) is the weight between locations i and j with a specified threshold distance 
d, which is used to specify the neighborhood size around of the house of interest to 
examine if this house is a local high/low density spot; and S is the standard deviation 
of all observations. In this study, we select wij(d) based on the inverse distance 
throughout the study area (i.e., d is sufficiently big to incorporate all houses), which is 
same as that in the calculation of Moran's I. Gi*(d) has an asymptotic normal 
distribution. A z-score can be calculated to see if the population within a specific 
house is significantly higher/lower than its neighborhood.  
 The semivariogram is a function of distance describing the degree of spatial 
dependence of a spatial random process [4]. The formula is as follows, 

2

, ( )

1
( )

( )

N

i j
i j N h

r h x x
N h Î

= -�  

where ( )N h is the set of data point pairs (ix , jx ) that are distance h apart and ( )N h  

represents the number of data point pairs. A higher value of ( )r h indicates lower 

spatial autocorrelation. Generally, the spatial auto-correlation will decrease with 

distance h and finally stabilize. The range (i.e., the distance after which ( )r h starts to 

stabilize) can be used to indicate the strength of spatial auto-correlation. 
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Text S6: Temporal variability of population density at the community level 

In this section, we examine temporal variability in population density at the community 

level. Specifically, we assess contributions by different model parameters to uncertainty in the 

predicted temporal coefficient of variation (CV). The temporal coefficient of variation is 

calculated as follows: for each simulation run, we consider the community-level daily population 

densities seen over the second simulation year, calculating the standard deviation and mean of 

these densities. The CV is then calculated as the ratio of these two quantities. The temporal CV 

measures the relative temporal variability adjusted by population size. Temporal variability may 

result from stochastic uncertainty, biological development cycles, environmental factors (e.g., 

extreme temperature) and temporal dynamics of food. Since stochastic uncertainty is a major 

source of temporal variation, model parameters explain much less of uncertainties in temporal CV 

(generally less than 30% in total, see Figure S6.1 and S6.2) compared to population densities at 

the community level (see result section in the main text). For the egg density, the nominal survival 

rate for female adults and the gonotrophic development rate are two important parameters  

contributing to its temporal variability (Figure S6.1 a). The survival rate becomes an important 

parameter because it is a major factor affecting population size (see result section in the main text 

for details), which will affect the population’s susceptibility to stochasticity. Parameters important 

for temporal variability in predicted larval population density include the high temperature limit 

for nominal egg survival, the high temperature limit for predator activities, as well as the nominal 

survival rate for female adults (Figure S6.1 b). The high temperature limits are important for 

temporal variability in the predicted larval population density because the maximum water 

temperatures on some days can reach  (see Figure S3 c) the high temperature limits  for nominal 

egg survival (defined as being between 28oC to 35 oC) and high temperature limits for predator 

activities (defined as being between 25oC to 35 oC). Important parameters contributing to temporal 

variability in the predicted pupal population density include the survival rate for female adults, the 

low temperature limit for nominal survival of pupae/larvae, the pupal development rate, and the 

coefficient of food dependence (Figure S6.1 c). The low temperature limit for survival of 

larvae/pupae is important because the minimum water temperatures are partially covered by this 

low temperature limit with its uncertainty range defined between 10oC to 20 oC (see Figure S3 b). 

The coefficient of food dependence is important because it will affect the food exploitation rate, 

which can affect the temporal dynamics of food in the containers and the strength of 

density-dependence effect on larval growth. Strong density dependence in larval growth as 

determined by a small value of the coefficient of food dependence will lead to more temporal 

variability in population dynamics (see Figure S6.3). However, when the coefficient of food 

dependence is larger than 0.4, it tends to have much a less effect on temporal variability in 

population dynamics. This is because density dependence in larval growth become weak and food 

will only have effects on body growth when the food in container is very low (see Figure S2.1 in 

Text S2 for a better understanding).  

 For  nulliparous female adults, the low temperature limit for nominal survival of pupae and 

larvae, and the survival rate of female adults are important parameters contributing to its temporal 

variability (Figure S6.2 a). Because the population dynamics of parous female adults is mainly 

affected by their survival rate (see result section in main text), the survival rate is also a dominant 

factor affecting the temporal variability (Figure S6.2 b), due to the fact that the population size can 
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affect the population’s susceptibility to stochasticity (see result section in the main text for details). 

Other important parameters contributing to the temporal variability in predicted parous female 

adult density include the gonotrophic development rate, the nominal survival rate for male adults, 

and the low temperature limit for nominal survival of larvae/pupae. For temporal variability of 

male adults, important parameters include the nominal survival rates for female and male adults as 

well as the low temperature limit for nominal survival of larvae and pupae (Figure S6.2 c). 
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Figure S6.1 Uncertainty contributions by different model parameters for the temporal 
coefficient of variation (CV) of (a) eggs, (b) larvae and (c) pupae during the second 
simulation year. The vertical bars represent the 95% confidence intervals. The 
percentage values in brackets represent overall percentages of variance explained by the 
parameters shown in the figure. 
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Figure S6.2 Uncertainty contributions by different model parameters for the temporal 
coefficients of variations of (a) nulliparous female adults, (b) parous female adults 
and (c) male adults during the second simulation year. The vertical bars represent the 
95% confidence intervals. The percentage values in brackets represent overall percentages 
of variance explained by the parameters shown in the figure. 
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Figure S6.3 Dependence of temporal variability in population density at the 
community level on the coefficient of food dependence. The coefficient of food 
dependence accounts for about 1.3 % of uncertainty in temporal variability as 
measured by the temporal coefficient of variation during the second simulation year. 
The curves are fitted to the scatter plot of parameter values sampled by FAST and the 
corresponding predicted coefficient of variation in pupal density during the second 
simulation year using cubic smoothing splines with the SemiPar R package [1]. The 
shaded areas are the 95% confidence intervals of the fitted lines. 
�
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Text S7: Temporal variability of population density at the individual-house level 

For uncertainty in the temporal CV (calculated with a time interval of 15 days instead of the 

daily interval due to the large data storage requirement for densities of each life stage over 730 

days for 5000 simulations) of population density at the individual-house level, our results show 

that CVs are relatively high where there is low population density (Figure S7.1 a and S7.2 a). The 

nominal survival rates of female adults and larvae and the coefficient of metabolic weight loss, 

which are important parameters contributing to population density, are also important parameters 

contributing to temporal variability (Figure S7.1 b, c , d and Figure S7.2 b, c , d). In contrast to the 

temporal variability in population density at the community level, our results show that spatial 

dispersal can be an important parameter contributing to the temporal variability at the 

individual-house level (Figure S7.2 f), with higher spatial dispersal probability leading to lower 

temporal variability in the population dynamics (see Figure S7.3). Spatial dispersal also 

contributes to the temporal variability in pupal population density, but to a much lesser extent (see 

Figure S7.1 f). The coefficient of food dependence is very important for the temporal variability of 

pupal population density in houses with relatively small food input and relatively high egg density 

(see Figure S7.2 g), where there are stronger density-dependence effects on larval growth. The low 

temperature limit (10-20oC) for nominal survival of pupae/larvae, which is important for temporal 

variability at the community level, is not detected as an important parameter at the 

individual-house level. This is due to the fact we use a longer time interval (15 days) to calculate 

the CVs, making occasional temporal variability (e.g., due to temperature falling below the low 

temperature limit for nominal survival of pupae and larvae) less detectable. Since the high 

temperature limit (25-35oC) for predator-dependent egg survival is more frequently exceeded for 
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the weather in Iquitos, it is an important parameter contributing to temporal variability in 

population density at the individual-house level (Figure S7.2 e). 
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Figure S7.1 Mean temporal coefficient of variation (CV) for pupal population density at the 

individual-house level (a) and the proportion of uncertainty in CV contributed by different model 

parameters (b-g). To simplify this figure, only parameters with maximum uncertainty 

contributions larger than 0.03 are plotted except for panel (f) for the comparison of the importance 

of mosquito dispersal for different life stages. We did not plot the proportion of uncertainty in CV 

contributed by the nominal survival rate for male adults since the uncertainty contribution is 

mainly due to its correlation with the nominal survival rate for female adults. 
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Figure S7.2 Mean temporal coefficient of variation (CV) for female adult population 
density at the individual-house level (a) and the proportion of uncertainty in CV 
contributed by different model parameters (b-f). To simplify this figure, only 
parameters with maximum uncertainty contributions larger than 0.03 are plotted. We 
did not plot the proportion of uncertainty in CV contributed by the nominal survival 
rate for male adults since the uncertainty contribution is mainly due to its correlation 
with the nominal survival rate for female adults. 
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 Figure S7.3 Dependence of temporal variability in female adult population density at 
an specific individual house (located at 4th row from top and 5th column from left) on 
short-range spatial dispersal. The short-range dispersal accounts for 3.8% of 
uncertainty in the temporal variability as measured by the temporal coefficient of 
variation during the second simulation year. The curves are fitted to the scatter plot of 
parameter values sampled by FAST and the corresponding predicted coefficient of 
variation in pupal density during the second simulation year using a cubic smoothing 
splines with the SemiPar R package [1]. The shaded areas are the 95% confidence 
intervals of the fitted lines. 
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Figure S1.  

Survival factor as a function of temperature. The survival factor ranges between 0 and 1 
and is multiplied with nominal survival rate to get the temperature-dependent survival 
rate. Tmin is the minimum temperature for survival, below which the low temperature 
has a strong effect on mosquito survival (the survival factor is generally less than 0.05); 
Tlow is the low temperature limit below which is suboptimal for mosquito survival; Thigh 
is the high temperature limit above which is suboptimal for mosquito surivival; Tmax is 
the maximum temperature for survival, above which the high temperature has a very 
strong effect on mosquito survival (the survival factor is generally less than 0.05). 
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Figure S2.  

Survival factor as a function of saturation deficit (SD). The survival factor ranges 
between 0 and 1 and is multiplied with nominal survival rate to get the 
humidity-dependent survival rate. SDlow is the low saturation deficit limit below which 
saturation deficit has little effect on mosquito survival. The survival rate decreases 
linearly between SDlow and SDhigh, the high saturation deficit limit above which the 
saturation deficit has a strong effect on mosquito survival (survival factor is low). 
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Figure S3.  

Histograms of air and water temperatures (degrees Celsius) in Iquitos for year 2000. 
The container water temperatures are simulated using a polynomial function obtained 
from a regression of water temperature on air temperature and sun exposure for 12 
containers monitored for 76 days in Gainesville, FL, USA [4]. The water temperature is 
calculated assuming a sun exposure of 0.5 for the container. 
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Figure S4.  

Sum of daily food input from different containers (Unit: mg/day) at individual houses. 
Each block/cell represents a single house. The food inputs are fitted to the pupal data in 
the mosquito survey at individual houses in Iquitos [23]. The food inputs are not 
spatially clustered based on the Moran's I statistic [46] using inverse distance weights (I 
= 0.005, p-value = 0.82). 
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Figure S5.  

Dependence of community-level population density on coefficient of metabolic weight 
loss at different life stages. The curves are fitted to the scatter plot of parameter values 
sampled by FAST and the corresponding predicted population densities using cubic 
smoothing splines with the SemiPar R package [45]. The shaded areas are the 95% 
confidence intervals of the fitted lines. 
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Figure S6.  Uncertainty in the predicted male adult population density at the individual-house level 

on simulation day 720. For each individual house, we quantify uncertainty in the predicted population 

density (as is jointly described by the (a) mean, (b) standard deviation, and (c) coefficient of variation of 

predicted population density across the parameter sets sampled by FAST), (d) the proportion of 

uncertainty contributed by stochasticity, and (e–i) the proportions of uncertainty contributed by specific 

model parameters. To simplify this figure, only parameters with uncertainty contributions in any house 

larger than 5% are plotted. 
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Figure S7.  

Uncertainty in the predicted egg density at the individual-house level on simulation day 
720. For each individual house, we quantify uncertainty in the predicted population 
density (as is jointly described by the (a) mean, (b) standard deviation, and (c) 
coefficient of variation of predicted population density across the parameter sets 
sampled by FAST), (d) the proportion of uncertainty contributed by stochasticity, and 
(e–g) the proportions of uncertainty contributed by specific model parameters. To 
simplify this figure, only parameters with uncertainty contributions in any house larger 
than 5% are plotted. 
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Figure S8.  

Uncertainty in the predicted larval population density at the individual-house level on 
simulation day 720. For each individual house, we quantify uncertainty in the 
population density (as is jointly described by the (a) mean, (b) standard deviation, and 
(c) coefficient of variation of predicted population density across the parameter sets 
sampled by FAST), (d) the proportion of uncertainty contributed by stochasticity, and 
(e–g) the proportions of uncertainty contributed by specific model parameters. To 
simplify this figure, only parameters with uncertainty contributions in any house larger 
than 5% are plotted. 
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Figure S9.  

Uncertainty in the predicted pupal density at the individual-house level on simulation 
day 720. For each individual house, we quantify uncertainty in the predicted population 
density (as is jointly described by the (a) mean, (b) standard deviation, and (c) 
coefficient of variation of predicted population density across the parameter sets 
sampled by FAST), (d) the proportion of uncertainty contributed by stochasticity, and 
(e–h) the proportions of uncertainty contributed by specific model parameters. To 
simplify this figure, only parameters with maximum uncertainty contributions larger 
than 5% in any house are plotted except for panel (h), which is shown for the 
comparison of mosquito dispersal importance at different life stages. 
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Table S1 Uncertainties in the estimates of parameters for adults (15 parameters). 

Parameter Description 
Lower 

Range 

Upper 

Range 

Default  

Value 

Confidence for  

default value 
Sources 

A-FS Nominal survival rate for female adults 0.75 0.99 0.89 Moderate [1,2,3,4,5],,  Workshop 

A-MS Nominal survival rate for male adults 0.72 0.99 0.77 Moderate [1,2,3,4,5],  Workshop 

A-TL 
Low temperature limit for nominal  

survival (oC) 
2 10 4 Low [6], Workshop 

A-TH 
High temperature limit for nominal  

survival (oC) 
35 40 39 Low [6], Workshop 

A-TMN Minimum temperature for survival (oC) -5 2 0 Low [6,7], Workshop 

A-TMX Maximum temperature for survival (oC) 40 45 44 Low [6] 

A-SDL 
Low saturation deficit limit for  

survival (mBar) 
5 20 10 Low [6,7], Workshop 

A-SDH 
High saturation deficit limit  

for survival (mBar) 
25 35 30 Low [6], Workshop 

A-STMN 
Survival factor at the minimum temperature 

limit for survival 
0 0.05 0.05 No Workshop 

A-STMX 
Survival factor at the maximum 

temperature limit for survival 
0 0.05 0.05 No Workshop 

A-SSDH 
Survival factor for saturation deficits higher 

than SDH 
0.55 0.95 0.6 Low [6], Workshop 

A-OVTMN Minimum temperature for oviposition (oC) 17 24 18 Low [8], Workshop 

A-F 
Coefficient of fecundity (number of eggs 

per mg wet-weight of female adults) 
35 55 46.5 Low [8] 

A-DPTG 
Development percentage threshold for 

subsequent gonotrophic cycles 
0.5 0.7 0.58 Low [5,9,10], Workshop 

A-FWC 
Conversion coefficient from dry weight to 

wet weight for female adults 
1.45 1.8 1.655 Low [8], Workshop 

*Fecundity per gonotrophic cycle is assumed to be linearly related to the wet weight of a female adult. Namely, Fecundity = 

A-F×Wfemale, where Wfemale is the wet weight of a female adult. 
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Table S2 Uncertainties in the estimates of parameters for larvae and pupae (14 parameters). 

Parameter Description 
Lower 

Range 

Upper 

Range 

Default 

 Value 

Confidence for  

default value 
Sources 

L-S Nominal survival rate for larvae 0.9 1.0 0.99 Low [1],  Workshop 

P-S Nominal survival rate for pupae 0.9 1.0 0.99 Low [2],  Workshop 

LP-TL 
Low temperature limit for nominal 

survival of larvae and pupae (oC) 
10 20 15 Moderate [2], Workshop 

LP-TH 
High temperature limit for nominal 

survival of larvae and pupae (oC) 
30 40 39 Low [2,3], Workshop 

LP-TMN 
Minimum temperature for survival 

of larvae and pupae (oC) 
5 10 8 Moderate [4], Workshop 

LP-TMX 

Maximum temperature for survival 

of larvae and pupae (oC) 
40 46 44 Low Workshop 

LP-STMN 
Survival factor at the minimum 

temperature limit 
0 0.05 0.05 No Workshop 

LP-STMX 
Survival factor at the maximum 

temperature limit 
0 0.05 0.05 No Workshop 

P-SEM Emergence probability for pupae 0.75 0.9 0.83 Low [3,4,5], Workshop 

LP-SLIP 
Survival of larvae with lipid reserve 

under fasting 
0.9 1 0.95 Low [6], Workshop 

LP-SNLIP 
Survival of larvae without lipid 

reserve under fasting 
0.3 0.7 0.5 Low [1], Workshop 

L-Sp 
Larval survival probability at 

pupation 
0.9 1 0.95 Low [1], Workshop 

L-Wp Minimum weight for pupation (mg) 0.1 0.19 0.1 Moderate [1] 

L-SDRY 
Larval survival probability at dry 

container 
0 0.05 0.05 No Workshop 
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Table S3 Uncertainties in the estimates of parameters for egg survival and hatching (19 

parameters). 

Parameter Description 
Lower 

Range 

Upper 

 Range 

Default 

 Value 

Confidence for 

 default value 
Sources 

E-S Nominal survival rate for eggs 0.95 1.0 0.99 Low Workshop 

E-TL 
Low temperature limit for 

nominal survival (oC) 
-6 5 -6 Low [1,2], Workshop 

E-TH 
High temperature limit for 

nominal survival (oC) 
28 35 30 Low [3], Workshop 

E-TMN 
Minimum temperature for 

survival (oC) 
-14 -6 -14 Low [3,4], Workshop 

E-TMX 

Maximum temperature for 

survival (oC) 
40 45 44 Low [3] 

E-SDL 
Low saturation deficit limit for 

survival (mBar) 
5 20 10 Low [3,4] 

E-SDH 
High saturation deficit limit for 

survival (mBar) 
25 35 30 Low [3] 

E-SEhigh 

High sun exposure limit for 

survival in dry containers 

(proportion) 

0.6 0.9 0.85 Low [3], Workshop 

E-STMN 

Survival factor at temperatures 

lower than minimum 

temperature limit for survival 

0 0.05 0.05 No Workshop 

E-STMX 

Survival factor at temperature 

higher than maximum 

temperature limit for survival 

0 0.05 0.05 No Workshop 

E-SSDH 

Survival factor for saturation 

deficits higher than SDH for 

containers with low sun 

exposure 

0.75 0.99 0.95 Low [5], Workshop 

E-SSEH 

Survival factor for sun exposure 

higher than E-SEH for dry 

container 

0.75 0.99 0.95 Low [5], Workshop 

E-PTL 
Low temperature limit for 

predator activities (oC) 
15 25 20 Low [5], Workshop 

E-PTH 
High temperature limit for 

predator activities (oC) 
25 35 30 Low [3], Workshop 

E-SPTL 
Survival factor for predation at  

low temperatures (< E-PTL) 
0.95 1 0.99 No [3,4], Workshop 

E-SPTH 
Survival factor for predation at 

high temperatures (> E-PTH) 
0.65 0.9 0.7 Low [5], Workshop 

E-HTMN 
Minimum temperature for 

hatching (oC) 
14 22 22 Low [5] Workshop 

E-HPNF Hatching probability without 0 0.25 0.2 Moderate [3,6], Workshop 
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flooding 

E-HPF 
Hatching probability with 

flooding 
0.3 0.65 0.6 Moderate [5], Workshop 

 

References: 

 

1. Focks DA, Haile DG, Daniels E, Mount GA (1993) Dynamic life table model for Aedes aegypti 

(Diptera: Culicidae) - Simulation and validation. J Med Entomol 30: 1018-1028. 

2. Gilpin ME, McClelland GAH (1979) Systems-analysis of the yellow fever mosquito Aedes 

aegypti. Forts Zool 25: 355-388. 

3. Christophers SR (1960) Aedes aegypti (L.), the yellow fever mosquito. Cambridge, UK: 

Cambridge University Press. 

4. MacFie JWS (1920) Heat and Stegomyia fasciata, short exposures to raised temperatures. Ann 

Trop Med Parasitol 14: 73-82. 

5. Focks DA, Haile DG, Daniels E, Mount GA (1993) Dynamic life table model of Aedes aegypti 

(Diptera: Culicidae) - Analysis of the literature and model development. J Med Entomol 

30: 1003-1017. 

6. Hien DS (1975) Biology of Aedes aegypti (L., 1762) and Aedes albopictus (Skuse, 1895) 

(Diptera, Culicidae) II. Effect Of environmental conditions on the hatching of larvae. Acta 

Parasitol Pol 23: 537-552  

 

�



�#�
�

 

 Table S4 Uncertainties in the estimates of parameters for larval weight gain (8 parameters). 

Parameter Description 
Lower 

Range 

Upper 

Range 

Default 

Value 

Confidence for 

default value 
Sources 

Fa 
Conversion rate of consumed 

 food to biomass 
0.28 0.38 0.30 Moderate 

Figure 11 in [1], 

Workshop 

Fb Exponent of body weight 0.75 0.85 0.8 Moderate 
Figure 11 in [1] 

Workshop 

Fc Coefficient of food dependence 0.05 1.0 0.1 No Figure 11 in [1] 

Fd1 Coefficient of metabolic weight loss  0.005 0.032 0.016 Low Workshop 

Fd2 Exponent of metabolic activity  0.59 0.73 0.667 Moderate [1], Workshop 

FLa Intercept for lipid prediction 0.041 0.071 0.056 0.0073* Figure 13 in [1] 

FLb Slope for lipid prediction 0.255 0.303 0.279 0.012 * Figure 13 in [1] 

FFl 
Proportion of dead larvae 

 to liver powder 
0.25 0.5 0.4 Low Figure 15 in [1] 

*Note: For parameters assumed to follow a normal distribution, the “lower range” and “upper range” 

refer to the 95% confidence interval and the value in the confidence column refers to the estimated 

standard error. 
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Table S5 Uncertainties in the estimates of parameters for mosquito dispersal (7 
parameters) 

Parameter Description 
Lower 
Range 

Upper 
Range 

Default 
Value 

Confidence for 
 default value 

Sources 

SD-FS Short-range dispersal probability  
for female adults 

0.05 0.5 0.3 Low  [1], Workshop 

SD-MS 
Short-range dispersal probability  
for male adults 0.05 0.5 0.3 Low [2,3], Workshop 

SD-FL Long-range dispersal probability 
for female adults 0 0.1 0.02 Low [2,3], Workshop 

SD-ML Long-range dispersal probability 
for male adults 

0 0.1 0.02 Low [3], Workshop 

SD-FES 
Short-range dispersal probability 
for female adults in empty house 0.1 0.9 0.8 Low [3],  Workshop 

SD-PES Short-range dispersal probability 
for male adults in empty house 0.1 0.9 0.8 Low [3], Workshop  

SD-LD Distance for long range dispersal 
(house-distance) 

5 20 10 Low [3], Workshop 
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Table S6 Uncertainty contributions (%) by different model parameters for predicted egg 
                 population density at the community level 
Parameters Descriptions Uncertainty 

contribution  
Standard 
error 

A-FS Nominal daily survival rate for female adults 71.75 �� 2.42 ��

A-MS Nominal daily survival rate for male adults 6.56 �� 0.55 ��

A-F�� Coefficient of fecundity for female adults 2.60 �� 0.34 ��

L-S�� Nominal daily survival rate for larvae 2.56 �� 0.34 ��

Fc�� Coefficient of food dependence for larvae 1.75 �� 0.28 ��

A-D�� Gonotrophic development rate 1.65 �� 0.27 ��

P-S�� Nominal daily survival rate for pupae 1.31 �� 0.24 ��
A-FWC Conversion coefficient from dry weight to wet weight for 

female adults 
1.06 �� 0.21 ��

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They explain 89.2% of 
uncertainty in the predicted population density. 
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Table S7 Uncertainty contributions (%) by different model parameters for predicted 
                 larval population density at the community level 
Parameters Descriptions Uncertainty 

contribution  
Standard 
error 

A-FS Nominal daily survival rate for female adults 39.42 �� 1.54 ��

E-PTH High temperature limit for predator activities on eggs 9.48 �� 0.67 ��

Fd1 Coefficient of metabolic weight loss for larvae 7.66 �� 0.59 ��

L-S Nominal daily survival rate for larvae 5.60 �� 0.50 ��
A-MS Nominal daily survival rate for male adults 4.27 �� 0.43 ��
E-SPTH Survival factor of predation at high temperatures for egg 3.73 �� 0.40 ��

E-TH High temperature limit for nominal egg survival 3.09 �� 0.37 ��

E-PTL Low temperature limit for predator activities on eggs 2.79 �� 0.35 ��

E-D�� Embryonic development rate 1.79 �� 0.28 ��

P-S Nominal daily survival rate for pupae 1.38 �� 0.24 ��

A-D�� Gonotrophic development rate 1.05 �� 0.21 ��

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They explain 80.3% of 
uncertainty in the predicted population density. 
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Table S8 Uncertainty contributions (%) by different model parameters for predicted 
                 pupal population density at the community level 
Parameters Descriptions Uncertainty 

contribution  
Standard 
error 

Fd1 Coefficient of metabolic weight loss for larvae 20.50 �� 1.05 ��

L-S Nominal daily survival rate for larvae 17.37 �� 0.95 ��

A-FS Nominal daily survival rate for female adults 14.18 �� 0.85 ��

L-D�� Larval development rate 7.14 �� 0.58 ��

E-PTH High temperature limit for predator activities on eggs 3.72 �� 0.41 ��

P-D Pupal development rate 3.23 �� 0.38 ��

P-S Nominal daily survival rate for pupae 3.23 �� 0.38 ��

Fa Conversion rate of consumed food to biomass for larvae 2.91 �� 0.36 ��
A-MS Nominal daily survival rate for male adults 1.61 �� 0.25 ��

Fc Coefficient of food dependence for larvae 1.34 �� 0.24 ��
E-SPTH Survival factor for predation at high temperatures 1.21 �� 0.23 ��

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They explains 77.6% of 
uncertainty in the predicted population density. 
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Table S9 Uncertainty contributions (%) by different model parameters for the predicted 
                 population density of nulliparous female adults at the community level 
Parameters Descriptions Uncertainty 

contribution  
Standard 
error 

A-FS Nominal daily survival rate for female adults 24.50 1.17 

L-S Nominal daily survival rate for larvae 17.84 0.97 

Fd1 Coefficient of metabolic weight loss for larvae 16.42 0.92 

L-D Larval development rate 6.06 0.53 

P-S Nominal daily survival rate for pupae 5.51 0.50 

E-PTH High temperature limit for predator activities on eggs 2.52 0.33 
A-MS Nominal daily survival rate for male adults 2.39 0.31 

Fa Conversion rate of consumed food to biomass for larvae 2.28 0.32 

P-SEM Emergence probability for pupae 2.28 0.32 

A-D Gonotrophic development rate 1.10 0.22 

L-Sp Larval survival probability at pupation 1.09 0.22 

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They explains 82% of 
uncertainty in the predicted population density. 
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Table S10 Uncertainty contributions (%) by different model parameters for the predicted 
                 population density of parous female adults at the community level 
Parameters Descriptions Uncertainty 

contribution  
Standard error 

A-FS Nominal daily survival rate for female adults 69.82 �� 3.88 ��

A-MS Nominal daily survival rate for male adults 6.16 �� 0.60 ��

L-S Nominal daily survival rate for larvae 3.51 �� 0.42 ��

Fd1 Coefficient of metabolic weight loss for larvae 2.85 �� 0.38 ��

L-D�� Larval development rate 1.48 �� 0.26 ��

P-S Nominal daily survival rate for pupae 1.00 �� 0.21 ��

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They explains 84.8% of 
uncertainty in the predicted population density. 
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Table S11 Uncertainty contributions (%) by different model parameters for the predicted 
                 population density of male adults at the community level 
Parameters Descriptions Uncertainty 

contribution 
Standard 
error 

A-MS Nominal daily survival rate for male adults 29.09  1.38  

A-FS Nominal daily survival rate for female adults 18.32  1.02  

Fd1 Coefficient of metabolic weight loss for larvae 13.51  0.85  

L-S Nominal daily survival rate for larvae 10.82  0.74  
L-D Larval development rate 4.29  0.44  
P-S Nominal daily survival rate for pupae 4.27  0.44  
E-PTH High temperature limit for predator activities on eggs 3.11  0.36  
P-SEM Emergence probability for pupae 2.14  0.31  
Fa Conversion rate of consumed food to biomass for larvae 1.79  0.28  
Fc Coefficient of food dependence for larvae 1.06  0.21  

Note: Only parameters that contribute more than one percent to the uncertainty are shown in the table. They 
explains 88.4% of uncertainty in the predicted population density. 

 
 

 


