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Abstract We introduce a central-upwind scheme for one- and two-dimensional systems of shallow-water equations with horizontal temperature gradients (the Ripa system). The scheme is well-balanced, positivity preserving and does not develop spurious pressure oscillations in the neighborhood of temperature jumps, that is, near the contact waves. Such oscillations would typically appear when a conventional Godunov-type finite volume method is applied to the Ripa system, and the nature of the oscillation is similar to the ones appearing at material interfaces in compressible multifluid computations. The idea behind the proposed approach is to utilize the interface tracking method, originally developed in Chertock et al. (M2AN Math Model Numer Anal 42:991–1019, 2008) for compressible multifluids. The resulting scheme is highly accurate, preserves two types of “lake at rest” steady states, and is oscillation free across the temperature jumps, as it is illustrated in a number of numerical experiments.
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1 Introduction

We consider the modification of the Saint-Venant system of shallow water equations, in which the water temperature fluctuations are taken into account. In two space dimensions the system takes the form:

\[
\begin{align*}
ht + (hu)_x + (hv)_y &= 0, \\
(hu)_t + (hu^2 + \frac{g}{2}h^2\theta)_x + (huv)_y &= -gh\theta B_x, \\
(hv)_t + (huv)_x + (hv^2 + \frac{g}{2}h^2\theta)_y &= -gh\theta B_y, \\
(h\theta)_t + (uh\theta)_x + (v\theta)_y &= 0,
\end{align*}
\]

where \( h(x, y, t) \) denotes the water depth, \( u(x, y, t) \) and \( v(x, y, t) \) denote the fluid velocity in \( x \)- and \( y \)-direction respectively, \( B(x, y) \) represents the bottom topography, and \( g \) is the gravitational constant. The variable \( \theta \) denotes the potential temperature field. Specifically, \( \theta \) is the reduced gravity \( g\Delta\Theta/\Theta_{\text{ref}} \) computed as the potential temperature difference \( \Delta\Theta \) from some reference value \( \Theta_{\text{ref}} \).

The system (1) was introduced in \([6,27,28]\) for modeling ocean currents and is referred to as the Ripa system. The derivation of the system is based on considering multilayered ocean models, and vertically integrating the density, horizontal pressure gradient and velocity fields in each layer. The model incorporates the horizontal temperature gradients, which results in the variations in the fluid density within each layer.

The main goal of this paper is to derive a highly accurate and robust numerical method for the Ripa system. To this end, we first consider the one-dimensional (1-D) system:

\[
\begin{align*}
h_t + (hu)_x &= 0, \\
(hu)_t + (hu^2 + \frac{g}{2}h^2\theta)_x &= -gh\theta B_x, \\
(h\theta)_t + (uh\theta)_x &= 0.
\end{align*}
\]

Popular numerical methods for balance laws such as (2) are finite volume schemes, see, i.e., \([3,12,20,33]\) and references therein. Most of them employ either an exact or approximate Riemann problem solver for the upwind evolution of the computed solution. However, it may be very difficult to design a reliable upwind scheme for the studied Ripa system (2) since its eigensystem may be incomplete due to the resonance phenomenon (it should also be observed that even for the linearized version of the system (2), the Jacobian may not be diagonalizable).

In this paper, we therefore use a Riemann problem solver free Godunov-type numerical method. Our particular choice is a central-upwind scheme, which has been derived in \([14,15,17,18]\) as a “black-box solver” for general multidimensional systems of non-linear hyperbolic PDEs. In \([13,16]\), the central-upwind schemes for the Saint-Venant system of shallow water equations \([32]\),

\[
\begin{align*}
h_t + (hu)_x &= 0, \\
(hu)_t + (hu^2 + \frac{g}{2}h^2)_x &= -gb B_x,
\end{align*}
\]
were derived and successfully tested on a variety of benchmarks. (We note that the Saint-Venant system (3), which is commonly used to model flows in rivers and coastal areas, is a reduced version of the Ripa system (2) with $\theta \equiv 1$.)

It is well-known that a good numerical method for (3) should preserve positivity of computed values of $h$ as well as to accurately capture steady states and their small perturbations (quasi-steady flows). Schemes that are capable of exactly preserving the “lake at rest” steady states ($u \equiv 0, h + B \equiv$ constant), which is one of the most practically important states to be captured exactly, are called well-balanced. In the past decade, a number of well-balance and positivity preserving schemes has been introduced, see, e.g. [2,3,7,10,11,13,16,20,21,24–26,30,31,34,35].

Similar to the Saint-Venant system (3), a good numerical scheme for the Ripa system (2) should preserve the positivity of $h$ and $\theta$ and should also be well-balanced. The latter presents a real challenge as the Ripa system has a more complicated structure of its steady states than the Saint-Venant system. Indeed, the 1-D steady state solutions of (2) can be obtained by solving the system:

\[
\begin{align*}
(hu)_x &= 0, \\
\left(hu^2 + \frac{g}{2}h^2\theta\right)_x + gh\theta B_x &= 0,
\end{align*}
\]

which can be rewritten as

\[
\begin{align*}
(hu)_x &= 0, \\
\left[u^2 + g\theta(h + B)\right]_x + \frac{g}{2}h\theta x &= 0.
\end{align*}
\]

Unfortunately, the system (5) cannot be integrated, and no general steady states can be explicitly obtained. However, the Ripa system admits several particular steady-state solutions, two of them are the following “lake at rest” ones:

\[
\theta \equiv \text{constant}, \quad w := h + B \equiv \text{constant}, \quad u \equiv 0, \tag{6}
\]

which can be directly obtained from (5) and

\[
B \equiv \text{constant}, \quad p := \frac{g}{2}h^2\theta \equiv \text{constant}, \quad u \equiv 0, \tag{7}
\]

which can be directly obtained from (4). Similarly, the corresponding “lake at rest” steady states in the two-dimensional (2-D) case are:

\[
\theta \equiv \text{constant}, \quad w = h + B \equiv \text{constant}, \quad u = v \equiv 0 \tag{8}
\]

and

\[
B \equiv \text{constant}, \quad p = \frac{g}{2}h^2\theta \equiv \text{constant}, \quad u = v \equiv 0. \tag{9}
\]
In what follows, we will refer to the variable $p$ in (7) (and (9)) as the “temperature-dependent” pressure and will say that the scheme for the Ripa system is well-balanced if it is capable of exactly preserving the “lake at rest” steady states (6) and (7) in 1-D or (8) and (9) in 2-D.

Besides the well-balanced and positivity preserving requirements, a good scheme for the Ripa system should possess another important property: It should not develop spurious pressure oscillations in the neighborhood of temperature jumps between, for instance, the “warm” and “cold” water. Such oscillations would typically appear when a conventional Godunov-type finite-volume method is applied to the Ripa system, and the nature of the oscillation is similar to the ones appearing at material interfaces in compressible multifluid computations, see, e.g. [1] and references therein.

In this paper, we derive a second-order semi-discrete central-upwind scheme, which is capable of preserving the “lake at rest” steady state (6) and (8) as well as the positivity of the water depth $h$ and the temperature $\theta$. This goal is achieved by extending the scheme from [16] to the Ripa systems (1) and (2).

In order to design a numerical method, which also preserves the second type of “lake at rest” steady state (7) (9) and does not develop pressure oscillations across temperature jumps, we supplement the resulting central-upwind scheme with the interface tracking method, which allows to suppress the pressure oscillations and at the same time ensures preservation of the steady state (7) (9). This interface tracking method was introduced in [4] in the context of compressible multifluids. The main idea of the proposed approach is to completely avoid the use of the information from the so-called “mixed” cells, where two different fluids are numerically mixed (due to the computation of cell averages in the cells where the interface is located). The data in the “mixed” cells are replaced by the interpolated values that are obtained using the reliable data from the neighboring “single fluid” cells. The interpolation is performed in the phase space so that the multifluid effects are taken into account via the approximated solution of the Riemann problems between the reliable “single fluid” cell averages. To apply the interface tracking method to the Ripa systems (1) and (2), we treat the “warm” and “cold” water across the temperature jump as two different fluids.

The paper is organized as follows. The 1-D central-upwind scheme is presented in Sect. 2 and it is shown to be well-balanced, positivity preserving and pressure oscillation free. In Sect. 3, we extend the scheme to the 2-D Ripa system (1). Our 2-D central-upwind scheme satisfies the same properties as the 1-D one. Both 1-D and 2-D central-upwind schemes are tested on a number of numerical examples reported in Sects. 4 and 4.2, respectively, where we demonstrate high resolution and robustness of the proposed method.

2 One-dimensional scheme

In this section, we derive a numerical method for the 1-D Ripa system (2). In order to design a well-balanced scheme that is capable of preserving the “lake at rest” steady states (6), we first rewrite (2) in an equivalent form in terms of both the conservative variables $hu, h\theta$ and the equilibrium variable $w := h + B$:
while leaving the right hand side (RHS) of (10) expressed in terms of the equilibrium variables \((w, hu, \theta)\) rather than the conservative ones \((w, hu, h\theta)\).

For simplicity, we introduce a uniform spatial grid with the cells \(I_j = (x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}})\), where \(x_{j\pm\frac{1}{2}} = x_j \pm \Delta x/2\). We denote the vector of conservative variables by \(q\), the flux function by \(f(q, B)\), the source term by \(S(q, B)\), and rewrite (10) in the following vector form:

\[
q_t + f(q, B)_x = S(q, B)
\]

with

\[
q := (w, hu, h\theta)^T, \quad f(q, B) := \left( hu, \frac{(hu)^2}{w - B} + \frac{g}{2} \theta (w - B)^2, hu\theta \right)^T,
\]

\[
S(q, B) = (0, -g\theta (w - B) B_x, 0)^T.
\]

To design a numerical method, we integrate (10) over the cell \(I_j\) to obtain

\[
\frac{d}{dt} \bar{w}_j = -\frac{(hu)|_{x_{j+\frac{1}{2}}} - (hu)|_{x_{j-\frac{1}{2}}}}{\Delta x},
\]

\[
\frac{d}{dt} \bar{(hu)}_j = -\frac{\left( \frac{(hu)^2}{w - B} + \frac{g}{2} \theta (w - B)^2 \right)|_{x_{j+\frac{1}{2}}} - \left( \frac{(hu)^2}{w - B} - \frac{g}{2} \theta (w - B)^2 \right)|_{x_{j-\frac{1}{2}}}}{\Delta x} \int_{I_j} \theta (w - B) B_x \, dx,
\]

\[
\frac{d}{dt} \bar{(h\theta)}_j = -\frac{(hu\theta)|_{x_{j+\frac{1}{2}}} - (hu\theta)|_{x_{j-\frac{1}{2}}}}{\Delta x},
\]

so that the numerical solution at each time \(t\) will be realized in terms of the computed cell averages:

\[
\bar{q}_j(t) \approx \frac{1}{\Delta x} \int_{I_j} q(x, t) \, dx, \quad \bar{q}_j := (\bar{w}_j, (hu)_j, (h\theta)_j)^T.
\]
The semi-discrete finite-volume scheme for computing $q_j$ can then be written as the following system of ODEs:

$$
\frac{d}{dt} q_j = - \frac{H_{j+\frac{1}{2}} - H_{j-\frac{1}{2}}}{\Delta x} + S_j,
$$

(11)

where

$$
H_{j\pm \frac{1}{2}} \approx f(q, B)\bigg|_{x_j \pm \frac{1}{2}} = \left((hu), \left(\frac{(hu)^2}{w - B} + \frac{g}{2} \theta(w - B)^2\right), (hu\theta)\right)^T,
$$

(12)

and

$$
S_j(t) = (0, S^{(2)}_j, 0)\,^T, \quad S_j^{(2)} \approx -\frac{g}{\Delta x} \int_{I_j} \theta(w - B)B_x \, dx.
$$

(13)

The construction of the scheme will be complete once the numerical fluxes $H_{j\pm \frac{1}{2}}$ in (12) and the source term $S_j$ in (13) are computed so that the resulting method is well-balanced, positivity preserving and pressure oscillation-free. From now on, all indexed quantities used in the description of the scheme will be calculated at time $t$, but we suppress their time-dependence in order to shorten the formulæ.

2.1 Central-upwind numerical fluxes

In this paper, we use the central-upwind flux from [15] given by

$$
H_{j+\frac{1}{2}} = \frac{a^+_{j+\frac{1}{2}} f(q_{j+\frac{1}{2}}, B_{j+\frac{1}{2}}) - a^-_{j+\frac{1}{2}} f(q^-_{j+\frac{1}{2}}, B_{j+\frac{1}{2}})}{a^+_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}}} = \frac{a^+_{j+\frac{1}{2}} a^+_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}} a^-_{j+\frac{1}{2}}}{a^+_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}}} \left[ q^+_{j+\frac{1}{2}} - q^-_{j+\frac{1}{2}} \right].
$$

(14)

Here, $q_{j+\frac{1}{2}}^\pm = (w_{j+\frac{1}{2}}^\pm, (hu)^{\pm}_{j+\frac{1}{2}}, (h\theta)^{\pm}_{j+\frac{1}{2}})^T$ are the right/left point values of the conservative variables $(w, hu, h\theta)$ at the cell interface $x = x_{j+\frac{1}{2}}$ obtained using a piecewise polynomial reconstruction (see Sect. 2.1.2 for details), $a_{j+\frac{1}{2}}^\pm$ are the local right-/left-sided speeds defined in (23), and $B_{j+\frac{1}{2}}$ are defined in Sect. 2.1.1.

2.1.1 Piecewise linear approximation of $B$

We begin the derivation of the scheme with a piecewise linear reconstruction of the bottom function $B$ (we only consider the case of continuous bottom topography),
which, as will be shown in Sect. 2.3, is required to numerically preserve the positivity of the computed solution. To this end, we approximate $B$ by a continuous, piecewise linear function $\tilde{B}$ (see [16] and [30]):

$$\tilde{B}(x) = B_{j-\frac{1}{2}} + \left( B_{j+\frac{1}{2}} - B_{j-\frac{1}{2}} \right) \cdot \frac{x - x_{j-\frac{1}{2}}}{\Delta x}, \quad x_{j-\frac{1}{2}} \leq x \leq x_{j+\frac{1}{2}},$$

and define

$$B_j := \tilde{B}(x_j) = \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \tilde{B}(x) \, dx = \frac{B_{j+\frac{1}{2}} + B_{j-\frac{1}{2}}}{2}. \quad (15)$$

It should be observed that, in general, $B_j \neq B(x_j)$ while $B_{j+\frac{1}{2}} = B(x_{j+\frac{1}{2}})$.

2.1.2 Piecewise linear reconstructions

Next, we compute the point values $q_{j+\frac{1}{2}}^\pm$ needed to calculate the numerical fluxes in (14). We shall restrict our consideration to second-order schemes that are typically based on piecewise linear reconstructions:

$$\tilde{q}_j(x, t) = \tilde{q}_j + (q_x)(x - x_j), \quad x_{j-\frac{1}{2}} < x < x_{j+\frac{1}{2}}, \quad \forall j.$$ 

Such reconstruction, however, will make it impossible to construct a well-balanced method. Therefore, we instead reconstruct the equilibrium variables $(\theta, hu, w)$ and obtain their point values at $x_{j+\frac{1}{2}}$:

$$\theta_j^+ := \theta_j + \frac{\Delta x}{2} (\theta_x)_j, \quad \theta_j^- := \theta_j + \frac{\Delta x}{2} (\theta_x)_j, \quad (16)$$

where

$$\theta_j := \frac{(h\theta)_j}{\tilde{h}_j}, \quad \tilde{h}_j := \tilde{w}_j - B_j. \quad (17)$$

The point values of $h$, $u$ and $h\theta$ are then computed as follows:

$$h_{j+\frac{1}{2}}^\pm = w_{j+\frac{1}{2}}^\pm - B_{j+\frac{1}{2}}, \quad u_{j+\frac{1}{2}}^\pm = \frac{(hu)_{j+\frac{1}{2}}^\pm}{h_{j+\frac{1}{2}}^\pm}, \quad (h\theta)_{j+\frac{1}{2}}^\pm = h_{j+\frac{1}{2}}^\pm \theta_{j+\frac{1}{2}}^\pm. \quad (18)$$
In the formulae (16), the numerical derivatives \((\theta_x)_j\), \((hu)_x)_j\) and \((w)_x)_j\) are at least first-order approximations of the derivatives \(\theta_x(x_j, t)\), \((hu)_x(x_j, t)\) and \(w_x(x_j, t)\), respectively. To ensure non-oscillatory property and nonlinear stability of a scheme, these numerical derivatives should be computed using a nonlinear limiter. We use the generalized minmod limiter (see, e.g., [19, 20, 23]), which yields (for brevity, we only provide the slopes for the \(\theta\)-component):

\[
(\theta_x)_j = \text{minmod}\left( \gamma \frac{\theta_j - \theta_{j-1}}{\Delta x}, \frac{\theta_{j+1} - \theta_{j-1}}{2\Delta x}, \gamma \frac{\theta_{j+1} - \theta_j}{\Delta x} \right),
\]

\[(19)\]

where \(\gamma \in [1, 2]\) and the minmod function is defined as

\[
\text{minmod}(z_1, z_2, \ldots) := \begin{cases} 
\min\{z_j\}, & \text{if } z_j > 0 \ \forall j, \\
\max\{z_j\}, & \text{if } z_j < 0 \ \forall j, \\
0, & \text{otherwise.}
\end{cases}
\]

\[(20)\]

It should be observed that \(\gamma\) is a parameter that controls the amount of numerical dissipation in the scheme: The larger values of \(\gamma\) correspond to smaller dissipation.

### 2.1.3 Correction of the reconstructed point values

Recall that the designed scheme should preserve the positivity of \(h\) and \(\theta\). To ensure this, we must first guarantee that all of the reconstructed point values \(h_{j+\frac{1}{2}}^+\) and \(\theta_{j+\frac{1}{2}}^+\) are nonnegative, provided the computed values of \(\bar{h}_j\) and \(\theta_j\) are nonnegative.

Notice that the use of the generalized minmod limiter guarantees the positivity of \(\theta_{j+\frac{1}{2}}\). However, the positivity of \(h_{j+\frac{1}{2}}^+\), obtained in (18), is not guaranteed unless \(w_{j+\frac{1}{2}}^+ \geq B_{j+\frac{1}{2}}\). Therefore, the reconstructed point values \(w_{j+\frac{1}{2}}^+\) may need to be corrected. To do so, we follow the approach in [16] and modify the reconstruction in (16) as follows:

\[
\text{if } w_{j+\frac{1}{2}}^- < B_{j+\frac{1}{2}}, \text{ then take } (w_x)_j := \frac{B_{j+\frac{1}{2}} - \bar{w}_j}{\Delta x/2},
\]

\[
\implies w_{j+\frac{1}{2}}^- = B_{j+\frac{1}{2}}, \quad w_{j-\frac{1}{2}}^+ = 2\bar{w}_j - B_{j+\frac{1}{2}};
\]

\[
\text{if } w_{j-\frac{1}{2}}^- < B_{j-\frac{1}{2}}, \text{ then take } (w_x)_j := \frac{\bar{w}_j - B_j - \frac{1}{2}}{\Delta x/2},
\]

\[
\implies w_{j+\frac{1}{2}}^- = 2\bar{w}_j - B_{j-\frac{1}{2}}, \quad w_{j-\frac{1}{2}}^+ = B_{j-\frac{1}{2}}.
\]

\[(21)\]

This correction procedure guarantees that the resulting reconstruction of \(w\) will remain conservative and will stay above the piecewise linear approximant of the bottom topography function \(\bar{B}\). Therefore, the point values \(h_{j+\frac{1}{2}}^+\), computed from (18), will be nonnegative.
2.1.4 Desingularization

Even though both the cell averages $h_j$ and point values $h_{j+\frac{1}{2}}^\pm$ are nonnegative, they may be very small and even zero. This which may be troublesome in calculating the temperatures $\theta_j$ and the velocities $u_{j+\frac{1}{2}}^\pm$ in (17) and (18), respectively. To overcome this difficulty, we follow [16] and desingularize the divisions in (17) and (18) by replacing them with

$$\theta_j = \frac{\sqrt{2} h_j \left(\theta_j\right)}{\sqrt{h_j^4 + \max(h_j^4, \varepsilon)}} \quad \text{and} \quad u_{j+\frac{1}{2}}^\pm = \frac{\sqrt{2} h_{j+\frac{1}{2}}^\pm (hu)_{j+\frac{1}{2}}^\pm}{\sqrt{(h_{j+\frac{1}{2}}^\pm)^4 + \max((h_{j+\frac{1}{2}}^\pm)^4, \varepsilon)}}, \tag{22}$$

respectively. Here, $\varepsilon$ is a small positive number chosen to be $(\Delta x)^4$ in all of our numerical experiments. For consistency, we then use the recalculated values of $u_{j+\frac{1}{2}}^\pm$ to recompute the discharges $(hu)_{j+\frac{1}{2}}^\pm$:

$$(hu)_{j+\frac{1}{2}}^\pm := h_{j+\frac{1}{2}}^\pm \cdot u_{j+\frac{1}{2}}^\pm.$$

2.1.5 One-sided local speeds of propagation

Equipped with the reconstructed (and then corrected) point values of $h$, $u$ and $\theta$, we compute the one-sided local speeds of propagation in (14) which are obtained from the largest and the smallest eigenvalues of the Jacobian $\frac{\partial f}{\partial q}$:

$$a_{j+\frac{1}{2}}^+ = \max \left\{ u_{j+\frac{1}{2}}^+, \sqrt{gh_{j+\frac{1}{2}}^+ \theta_{j+\frac{1}{2}}^+}, u_{j+\frac{1}{2}}^-, \sqrt{gh_{j+\frac{1}{2}}^- \theta_{j+\frac{1}{2}}^-}, 0 \right\},$$
$$a_{j+\frac{1}{2}}^- = \min \left\{ u_{j+\frac{1}{2}}^+, \sqrt{gh_{j+\frac{1}{2}}^+ \theta_{j+\frac{1}{2}}^+}, u_{j+\frac{1}{2}}^-, \sqrt{gh_{j+\frac{1}{2}}^- \theta_{j+\frac{1}{2}}^-}, 0 \right\}. \tag{23}$$

2.2 Approximation of the source term

In order to derive of a well-balanced quadrature in (13), we substitute the “lake at rest” steady-state values,

$$\theta_{j+\frac{1}{2}}^\pm \equiv \hat{\theta}, \quad (hu)_{j+\frac{1}{2}}^\pm \equiv 0, \quad w_{j+\frac{1}{2}}^\pm \equiv \hat{w}, \quad \forall j, \quad \hat{\theta} = \text{constant}, \quad \hat{w} = \text{constant},$$

into the RHS of (11), (14). One can easily see that the numerical fluxes $H_{j+\frac{1}{2}} = (H_{j+\frac{1}{2}}^{(1)}, H_{j+\frac{1}{2}}^{(2)}, H_{j+\frac{1}{2}}^{(3)})^T$ in (12) then reduce to the physical ones, namely, we obtain
\[
\begin{pmatrix}
H^{(1)}_{j + \frac{1}{2}} \\
H^{(2)}_{j + \frac{1}{2}} \\
H^{(3)}_{j + \frac{1}{2}}
\end{pmatrix}
= \begin{pmatrix}
\frac{g}{2} \hat{\theta} (\hat{\omega} - B_{j + \frac{1}{2}})^2 \\
0 \\
0
\end{pmatrix}.
\]

Thus, the flux differences in the second component on the RHS of (11) becomes

\[
\frac{H^{(2)}_{j + \frac{1}{2}} - H^{(2)}_{j - \frac{1}{2}}}{\Delta x} = \frac{g\hat{\theta}}{2\Delta x} \left[ (\hat{\omega} - B_{j + \frac{1}{2}})^2 - (\hat{\omega} - B_{j - \frac{1}{2}})^2 \right] = -\frac{g\hat{\theta}}{2} \left( \hat{\omega} - B_{j + \frac{1}{2}} + \hat{\omega} - B_{j - \frac{1}{2}} \right) \frac{B_{j + \frac{1}{2}} - B_{j - \frac{1}{2}}}{\Delta x}. \tag{24}
\]

Therefore, to preserve the “lake at rest” steady states (6), the flux difference in (24) must be canceled by the contribution of the source term. This implies the following discretization of the source cell average term:

\[
\overrightarrow{S}^{(2)}_j = -\frac{g}{\Delta x} \int_{x_{j - \frac{1}{2}}}^{x_{j + \frac{1}{2}}} \theta (w - B) B_x \, dx \\
\approx -\frac{g}{2} \left[ \theta^{-}_{j + \frac{1}{2}} \left( w^{-}_{j + \frac{1}{2}} - B_{j + \frac{1}{2}} \right) + \theta^{+}_{j - \frac{1}{2}} \left( w^{+}_{j - \frac{1}{2}} - B_{j - \frac{1}{2}} \right) \right] \frac{B_{j + \frac{1}{2}} - B_{j - \frac{1}{2}}}{\Delta x}, \tag{25}
\]

which will clearly coincide with (24) if \(w^{-}_{j + \frac{1}{2}} = w^{+}_{j - \frac{1}{2}} = \hat{\omega}\) and \(\theta^{-}_{j + \frac{1}{2}} = \theta^{+}_{j - \frac{1}{2}} = \hat{\theta}\).

Remark 1 The resulting ODE system (11) should be solved by a stable and sufficiently accurate ODE solver. In the numerical examples reported in Sect. 4.1, we have used the third-order strong stability preserving (SSP) Runge-Kutta method from [9].

2.3 Positivity preserving property

In this section, we prove that presented central-upwind scheme is not only well-balanced, but also preserves the positivity of \(h\) and \(\theta\) as long as the system of ODEs (11) is discretized in time using the forward Euler method (or a higher-order SSP method, see Remark 2). To this end, we consider two time levels, \(t = t^n\) and \(t = t^{n+1} := t^n + \Delta t\), and denote the corresponding cell averages by \(\overrightarrow{q}^n\) and \(\overrightarrow{q}^{n+1}\). A similar notation will also be used in Sect. 3.3, where the positivity preserving property for the new 2-D central-upwind scheme is proved.

Theorem 1 Consider the system (10) and the central-upwind semi-discrete scheme (11), (14), (16)–(23), (25). Assume that the system of ODEs (11) is solved by the forward Euler method, and that for all \(j\), \(\overrightarrow{h}_j^n \geq 0\) and \(\theta_j^n \geq 0\), then \(\overrightarrow{h}_j^{n+1} \geq 0\) and \(\theta_j^{n+1} \geq 0\), for all \(j\), provided that \(\Delta t \leq \frac{\Delta x}{4a}\), where \(a := \max_j \{a^+_{j + \frac{1}{2}}, a^-_{j + \frac{1}{2}}\}\).
Proof The first and the third components of Eq. (11), together with the forward Euler temporal discretization can be written as:

\[
\bar{w}^{n+1}_j = \bar{w}^n_j - \lambda \left( H_{j+\frac{1}{2}}^{(1)} - H_{j-\frac{1}{2}}^{(1)} \right),
\]

\[
(h\theta)^{n+1}_j = (h\theta)^n_j - \lambda \left( H_{j+\frac{1}{2}}^{(3)} - H_{j-\frac{1}{2}}^{(3)} \right),
\]

where \( \lambda := \Delta t / \Delta x \) and the numerical fluxes are evaluated at time level \( t = t^n \). We now follow [16] and notice that (15), (16), (17) and (18) yield

\[
\bar{h}_j^n - B_j = \frac{1}{2} \left( w^+_j + w^-_{j+\frac{1}{2}} \right) - \frac{1}{2} \left( B^+_j + B^-_{j+\frac{1}{2}} \right) = \frac{1}{2} \left( h^+_j - h^-_{j+\frac{1}{2}} \right),
\]

so that (26) can be rewritten in the following form:

\[
\bar{h}^{n+1}_j = \left[ \frac{1}{2} + \lambda a^-_{j-\frac{1}{2}} \left( \frac{a^+_j - u^+_j}{a^+_{j+\frac{1}{2}} - a^-_{j-\frac{1}{2}}} \right) \right] h^+_{j-\frac{1}{2}}
\]

\[
+ \lambda a^+_{j-\frac{1}{2}} \left( \frac{u^-_{j-\frac{1}{2}} - a^-_{j-\frac{1}{2}}}{a^+_{j+\frac{1}{2}} - a^-_{j-\frac{1}{2}}} \right) h^-_{j-\frac{1}{2}}
\]

\[
+ \left[ \frac{1}{2} - \lambda a^+_{j+\frac{1}{2}} \left( \frac{u^-_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}}}{a^+_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}}} \right) \right] h^-_{j+\frac{1}{2}}
\]

\[
- \lambda a^-_{j+\frac{1}{2}} \left( \frac{a^+_{j+\frac{1}{2}} - u^+_{j+\frac{1}{2}}}{a^+_{j+\frac{1}{2}} - a^-_{j+\frac{1}{2}}} \right) h^+_{j+\frac{1}{2}},
\]

which means that \( \bar{h}^{n+1}_j \) is a linear combination of the values \( h^{\pm}_{j \pm \frac{1}{2}} \).

To obtain a similar formula for \( (h\theta)^{n+1}_j \), we first notice that

\[
h^-_{j+\frac{1}{2}} = \bar{h}_j - \frac{h^+_j - h^-_{j-\frac{1}{2}}}{2}, \quad h^+_{j-\frac{1}{2}} = \bar{h}_j - \frac{h^-_{j+\frac{1}{2}} - h^+_j}{2},
\]

\[
\theta^-_{j+\frac{1}{2}} = \theta_j + \frac{\theta^+_{j+\frac{1}{2}} - \theta^+_{j-\frac{1}{2}}}{2}, \quad \theta^+_{j-\frac{1}{2}} = \theta_j - \frac{\theta^-_{j+\frac{1}{2}} - \theta^+_{j-\frac{1}{2}}}{2},
\]

and thus using (17) we have

\[
(h\theta)^n_j = \frac{1}{2} \left( h^+_j \theta^+_{j-\frac{1}{2}} + h^-_{j+\frac{1}{2}} \theta^-_{j-\frac{1}{2}} \right) - \frac{1}{4} \left( h^+_j - h^-_{j-\frac{1}{2}} \right) \left( \theta^-_{j+\frac{1}{2}} - \theta^+_{j-\frac{1}{2}} \right)
\]

\[
= \frac{1}{4} \left( h^+_j \theta^+_{j-\frac{1}{2}} + h^-_{j+\frac{1}{2}} \theta^-_{j-\frac{1}{2}} \right) + \frac{1}{4} \left( h^-_{j+\frac{1}{2}} \theta^+_{j-\frac{1}{2}} + h^+_{j-\frac{1}{2}} \theta^-_{j+\frac{1}{2}} \right). \quad (29)
\]
Finally, we use (29) to rewrite (27) as follows:

\[
(h\theta)_{j}^{n+1} = \left[ \frac{1}{4} + \lambda a_{j-\frac{1}{2}}^{+} \left( a_{j-\frac{1}{2}}^{+} - a_{j-\frac{1}{2}}^{-} \right) \right] h_{j-\frac{1}{2}}^{+} \theta_{j-\frac{1}{2}}^{-} + \lambda a_{j-\frac{1}{2}}^{+} \left( u_{j-\frac{1}{2}}^{+} - a_{j-\frac{1}{2}}^{-} \right) \left( a_{j-\frac{1}{2}}^{+} - a_{j-\frac{1}{2}}^{-} \right) h_{j-\frac{1}{2}}^{-} \theta_{j-\frac{1}{2}}^{-} + \left[ \frac{1}{4} - \lambda a_{j+\frac{1}{2}}^{+} \left( u_{j+\frac{1}{2}}^{+} - a_{j+\frac{1}{2}}^{-} \right) \left( a_{j+\frac{1}{2}}^{+} - a_{j+\frac{1}{2}}^{-} \right) \right] h_{j+\frac{1}{2}}^{-} \theta_{j+\frac{1}{2}}^{-} - \lambda a_{j+\frac{1}{2}}^{-} \left( a_{j+\frac{1}{2}}^{+} - u_{j+\frac{1}{2}}^{-} \right) \left( a_{j+\frac{1}{2}}^{+} - a_{j+\frac{1}{2}}^{-} \right) h_{j+\frac{1}{2}}^{+} \theta_{j+\frac{1}{2}}^{+} + \frac{1}{4} \left( h_{j+\frac{1}{2}}^{-} \theta_{j+\frac{1}{2}}^{+} + h_{j-\frac{1}{2}}^{+} \theta_{j-\frac{1}{2}}^{-} \right). \tag{30}
\]

Since the reconstruction (18), (21) guarantees the positivity of \( h_{j=\frac{1}{2}}^{\pm} \) and the reconstruction in (16) guarantees that \( \theta_{j=\frac{1}{2}}^{\pm} \geq 0 \) as long as the water depth and the temperature are nonnegative at time level \( t = \tau_{n} \), the last term on the RHS of (30) is clearly nonnegative. The first four terms on the RHS of (30) form a linear combination of the values \( h_{j=\frac{1}{2}}^{\pm}, \theta_{j=\frac{1}{2}}^{\pm} \) with the coefficients similar to those in (28).

Following the arguments in [13,16], one can easily show that provided the CFL condition \( \lambda a \leq \frac{1}{4} \) is satisfied, the coefficients in (28) and (30) are nonnegative, which guarantees that both the cell averages of the water depth, \( \bar{h}_{j}^{n+1} \), and the temperatures, \( \bar{\theta}_{j}^{n+1} = (h\theta)_{j}^{n+1} / \bar{h}_{j}^{n+1} \), will remain nonnegative for all \( j \). This completes the proof of the theorem.

\textbf{Remark 2} Theorem 1 is still valid if one uses a higher-order SSP ODE solver (either the Runge-Kutta or the multi-step one) as such solvers can be rewritten as a convex combination of several forward Euler steps, see [9].

2.4 Interface tracking technique

In this section, we introduce an interface tracking approach, which allows to avoid pressure oscillation in the neighborhood of the temperature jumps and preserve the second type of the “lake at rest” steady state (7).

\textbf{Numerical Example: pressure oscillations.} We first site an example, in which a direct implementation of the well-balanced positivity preserving central-upwind scheme (11), (14), (16)–(23) leads to pressure oscillations in the neighborhood of the temperature jumps. To this end, we consider the computation domain \([-1,000,1,000]\) and solve the system (2) with \( B \equiv 0 \) subject to the following initial conditions:
Fig. 1 Pressure oscillation example. The pressure computed by the central-upwind scheme (11), (14), (16)–(23), (25) at times $t = 0, 10$ and $50$ on the uniform grids with $\Delta x = 1$ (left column) and $\Delta x = 0.1$ (right column). At times $t = 10$ and $50$, the graphs are zoomed at the oscillation regions.

\[ (h(x, 0), u(x, 0), \theta(x, 0)) = \begin{cases} 
(2\sqrt{2}, 4, 1), & x < 0, \\
(1, 4, 8), & x > 0.
\end{cases} \]  

(31)

Notice that the pressure $p := \frac{1}{2}gh^2\theta \equiv 4$ in the entire computational domain, so that $p(x, 0)$ and $u(x, 0)$ are constant across the temperature jump initially located at $x = 0$. Thus, the exact solution of (2), (31) is very simple: It consists of a single contact wave traveling to the right with a constant speed of 4. However, a straightforward application of the central-upwind scheme fails to achieve a reasonable resolution of that wave. As one can see in Fig. 1 (left), the pressure field develops severe oscillations which increase in time and cannot be removed even by a substantial mesh refinement (see the right column of Fig. 1).
It should be pointed out that the nature of the observed oscillations is quite similar to the pressure oscillation obtained when compressible multifluid systems are numerically solved by conservative Godunov-type methods. The oscillations are caused by the artificial numerical mixture of two different fluids, which occurs in the cells where the interface is located. Indeed, in such “mixed” cells, all of the conservative quantities are averaged and the averages may make no or very little physical sense. In the case of the Ripa system, the “mixed” cells will be occupied by both “cold” and “warm” water, and thus the averaged data there will become “unreliable”.

There are several different ways to eliminate the pressure oscillations (see e.g., [1]). One of them is to apply the interface tracking technique, proposed in [4]. According to this approach, we replace the “unreliable” data from the “mixed” cells with the data obtained by interpolating between the “reliable” nearby cells.

For simplicity, we assume that there is one temperature jump and that at some time $t \geq 0$ its location denoted by $x_{\text{int}} = x_{\text{int}}(t)$ is known, that is, there exists $J$ such that $x_{J-\frac{1}{2}} \leq x_{\text{int}} \leq x_{J+\frac{1}{2}}$, which means that the temperature jump is located in cell $J$. We also assume that the solution realized by the cell averages of the conserved quantities $\bar{q}_j = (\bar{w}_j, (\bar{h}u)_j, (\bar{h}\theta)_j)$ is available and a level set method is used to track the temperature discontinuities, see [4]. In order to proceed with the evaluation of the reconstructed point values in (16), (18), the numerical derivatives are to be computed according to (19). However, since the cell averages $\bar{q}_J$ in the “mixed” are “unreliable”, a different approach for evaluating point values $q_{J-1/2}^\pm$ and $q_{J+1/2}^\pm$ will be used.

The point values, $q_{J-1/2}^+$ and $q_{J+1/2}^-$, in the “mixed” cell $J$ are obtained using the same technique as in [4] (see also [5]). Namely, by interpolating between the neighboring “reliable” cell averages $\bar{q}_{J-1}$ and $\bar{q}_{J+1}$. The interpolation is preformed in the phase space by considering a Riemann problem, in which the system of the balance laws,

$$
\begin{cases}
  w_t + (hu)_x = 0, \\
  (hu)_t + \left(\frac{(hu)^2}{w-B} + \frac{g}{2}(w-B)^2\right)_x = -g\theta(w-B)B_x, \\
  (h\theta)_t + (hu\theta)_x = 0, \\
  B_t = 0,
\end{cases}
$$

is solved subject to the following piecewise constant initial data:

$$
\bar{q}(x, 0) = \begin{cases}
  \bar{q}_{J-1}, & x < 0, \\
  \bar{q}_{J+1}, & x > 0.
\end{cases}
$$

The eigenvalues of the Jacobian matrix of the system (32) are $u - \sqrt{g\theta h}$, $u$, $u + \sqrt{g\theta h}$ and 0. It is easy to check that if $u = \pm \sqrt{g\theta h}$, the Jacobian matrix does not have a complete eigensystem (this is a resonance phenomenon), which makes it very hard to solve the above Riemann problem (its analytical solution is, in fact, unavailable). We thus have developed a new approximate Riemann problem solver for (32), which will be presented in Sect. 2.4.1 below.

Using the designed approximate Riemann problem solver, we calculate the intermediate states, $q_L^*$ and $q_R^*$, of (32)–(33) and the corresponding speeds of sound, $c_L^*$. 
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and $c_R^*$, [see (51) and (50)], and then follow the lines of [4] and [5] to compute the point values $q_{J-\frac{1}{2}}^+$ and $q_{J+\frac{1}{2}}^-:

\begin{align}
\text{if } h^*_L > 0, \ p^*_L > 0 \text{ and } u^* - c^*_L < 0 \text{ if } h^*_R > 0, \ p^*_R > 0 \text{ and } u^* + c^*_R > 0 \text{ then} \\
q_{J-\frac{1}{2}}^+ &= q_L^*, \\
q_{J+\frac{1}{2}}^- &= q_R^*, \\
\text{otherwise,} \\
q_{J-\frac{1}{2}}^+ &= \overline{q}_{J-1}, \\
q_{J+\frac{1}{2}}^- &= \overline{q}_{J+1}.
\end{align}

(34)

The point values $q_{J-\frac{1}{2}}^+, q_{J+\frac{1}{2}}^-$ are then used to compute

\begin{align}
\theta_{J-\frac{1}{2}}^+ &= \frac{\theta^+}{w^+_{J-\frac{1}{2}} - B_{J-\frac{1}{2}}} \text{ and } \theta_{J+\frac{1}{2}}^- = \frac{\theta^-}{w^-_{J+\frac{1}{2}} - B_{J+\frac{1}{2}}},
\end{align}

(35)

and then to obtain the slopes at the neighboring cells $I_{J-1}$ and $I_{J+1}$:

\begin{align}
(\theta_x)_{J-1} &= \text{minmod} \left( \frac{\theta_{J-1} - \theta_{J-\frac{1}{2}}}{\Delta x/2}, \frac{\theta_{J-\frac{1}{2}} - \theta_{J-1}}{\Delta x/2} \right), \\
(\theta_x)_{J+1} &= \text{minmod} \left( \frac{\theta_{J+1} - \theta_{J+\frac{1}{2}}}{\Delta x/2}, \frac{\theta_{J+\frac{1}{2}} - \theta_{J+1}}{\Delta x/2} \right), \\
((hu)_x)_{J-1} &= \text{minmod} \left( \frac{(hu)_{J-1} - (hu)_{J-\frac{1}{2}}}{\Delta x/2}, \frac{(hu)_{J-\frac{1}{2}} - (hu)_{J-1}}{\Delta x/2} \right), \\
((hu)_x)_{J+1} &= \text{minmod} \left( \frac{(hu)_{J+1} - (hu)_{J+\frac{1}{2}}}{\Delta x/2}, \frac{(hu)_{J+\frac{1}{2}} - (hu)_{J+1}}{\Delta x/2} \right), \\
(w_x)_{J-1} &= \text{minmod} \left( \frac{w_{J-1} - w_{J-\frac{1}{2}}}{\Delta x/2}, \frac{w_{J-\frac{1}{2}} - w_{J-1}}{\Delta x/2} \right), \\
(w_x)_{J+1} &= \text{minmod} \left( \frac{w_{J+1} - w_{J+\frac{1}{2}}}{\Delta x/2}, \frac{w_{J+\frac{1}{2}} - w_{J+1}}{\Delta x/2} \right),
\end{align}

(36)

where the minmod function is given by (20).

**Remark 3** Notice that the approximated values of $h^+_{J-\frac{1}{2}}, h^-_{J+\frac{1}{2}}, \theta^+_{J-\frac{1}{2}}$ and $\theta^-_{J+\frac{1}{2}}$ obtained in (34) and (35) are nonnegative and thus Theorem 1 still applies.

**Remark 4** The desingularization process presented in Sect. 2.1.4 should also be applied to (35) in order to avoid division by small numbers. For consistency, one also needs to set
Fig. 2 Special minmod reconstruction of $w$ in cells $I_{J-1}$ and $I_{J+1}$

$$(h\theta)^{+}_{J-\frac{1}{2}} := h^+_{J-\frac{1}{2}} \cdot \theta^+_{J-\frac{1}{2}} \quad \text{and} \quad (h\theta)^{-}_{J+\frac{1}{2}} := h^-_{J+\frac{1}{2}} \cdot \theta^-_{J+\frac{1}{2}}.$$

Notice that both cells $I_{J-2}$ and $I_{J+2}$ have “reliable” neighbors and thus the point values, $q^-_{J-3/2}$ and $q^+_{J+3/2}$, in these cells, which are used in (36), are computed using (16) and (18), (19). This special reconstruction procedure is schematically shown in Fig. 2.

With the values $\{q^\pm_{J+\frac{1}{2}}\}$ at hand, the cell averages $\{\bar{q}_J\}$ are evolved from time $t$ to time $t + \Delta t$ according to the central-upwind scheme (11). A new location $x_{\text{int}}$ of the temperature jump is determined using the level set approach, that is, the zero level set $\phi = 0$ is used to locate the cells containing temperature jump. The function $\phi$ propagates with the fluid velocity $u$ and satisfies

$$
\phi_t + u \phi_x = 0.
$$

Equation (37) may be combined with the first equation in (10) and recast in the following conservation form:

$$
(h\phi)_t + (hu\phi)_x = 0.
$$

According to the level set approach [5, 8, 22, 29], the new location of the temperature jump is computed by evolving $\phi$ in time according to either (37) or (38). However, in the 1-D examples in this paper, we track the location of the temperature jump by numerically solving the ODE

$$
\frac{dx_{\text{int}}}{dt} = u^*,
$$

where $u^*$ is an intermediate velocity, obtained from the solution of the Riemann problem (32), (33), see (49) below.
Going from time $t$ to time $t + \Delta t$, two scenarios are possible: the jump location, $x_{\text{int}}(t + \Delta t)$, either remains in cell $J$ or crosses over to one of its neighboring cells ($J \pm 1$) (due to the CFL condition, the jump may not move by more than $\Delta x$ per one time step). If $x_{\text{int}}(t + \Delta t)$ remains in cell $J$, the evolution step is complete and we proceed to the next time step. Otherwise, we follow [4, 5] and use the approximate solution of the Riemann problem (32), (33) to overwrite the values of $q_{J + 1}^*$ by either $q_L^*$ or $q_R^*$ depending on the sign of $u^*$ while maintaining global conservation in the following way:

\[
\begin{align*}
\text{if } x_{\text{int}}(t + \Delta t) \in I_{J+1} & \text{ then } \frac{q_{J+1}^\text{new}}{q_{J}^\text{new}} = q_L^*, \\
\text{if } x_{\text{int}}(t + \Delta t) \in I_{J-1} & \text{ then } \frac{q_{J-1}^\text{new}}{q_{J}^\text{new}} = q_R^*,
\end{align*}
\]

(39)

Once again, the values of $q_L^*$ and $q_R^*$ are given by (51) below.

Notice that the correction procedure (39) ensures a local conservation over a double-cell (either $\{J, J + 1\}$ or $\{J - 1, J\}$ depending on the direction of the propagation of the temperature discontinuity) since only the values in this double-cell are corrected and since either $\frac{q_{J+1}^\text{new}}{q_{J}^\text{new}} + \frac{q_{J}^\text{new}}{q_{J+1}^\text{new}} = q_{J+1} + q_J$ or $\frac{q_{J-1}^\text{new}}{q_{J}^\text{new}} + \frac{q_{J}^\text{new}}{q_{J-1}^\text{new}} = q_{J-1} + q_J$, respectively. This is illustrated in Fig. 3. This completes one evolution step of the proposed central-upwind scheme.

### 2.4.1 Approximate Riemann problem solver

In this section, we derive a new approximate Riemann problem solver for the Ripa system (32). To this end, we first rewrite the system (32) in terms of the primitive
variables \((h, u, p, B)\) as follows:

\[
\begin{align*}
  h_t + h_x u + hu_x &= 0, \\
  u_t + uu_x + \frac{1}{2} p_x + g B x &= 0, \\
  p_t + u p_x + 2 pu_x &= 0, \\
  B_t &= 0,
\end{align*}
\]

(40)

and consider the Riemann initial data

\[
(h, u, p, B)^T(x, 0) = \begin{cases}
  (h_L, u_L, p_L, B_L)^T, & x < 0, \\
  (h_R, u_R, p_R, B_R)^T, & x > 0.
\end{cases}
\]

(41)

The Jacobian matrix of the above system,

\[
\begin{pmatrix}
  u & h & 0 & 0 \\
  0 & u & \frac{1}{h} g \theta & 0 \\
  0 & 2p & u & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix},
\]

(42)

has the same eigenvalues as the conservative system (32), that is, \(\lambda_1 = 0, \lambda_2 = u - \sqrt{g \theta h}, \lambda_3 = u\) and \(\lambda_4 = u + \sqrt{g \theta h}\), and the corresponding eigenvectors are

\[
\begin{align*}
  \mathbf{r}_1 &= \begin{pmatrix} g \theta h^2 \\ -g \theta hu \\ 2g \theta h p \\ hu^2 - 2p \end{pmatrix}, \\
  \mathbf{r}_2 &= \begin{pmatrix} -\frac{h}{2p} \\ \frac{1}{h} \\ 0 \\ 0 \end{pmatrix}, \\
  \mathbf{r}_3 &= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \\
  \mathbf{r}_4 &= \begin{pmatrix} \frac{h}{2p} \\ \frac{1}{h} \\ 0 \\ 0 \end{pmatrix}.
\end{align*}
\]

(43)

Notice that if \(u = \pm \sqrt{g \theta h}\), then \(hu^2 = 2p\) and the first eigenvector in (43) reduces to \(\mathbf{r}_1 = (g \theta h^2, -g \theta hu, 2g \theta h p, 0)^T\), in which case \(\mathbf{r}_1\) and \(\mathbf{r}_2\) become linearly dependent. This implies that the Jacobian matrix (42) is not diagnolizable and hence, the system (40) is not strictly hyperbolic. In order to overcome this difficulty, we solve the Riemann problem (40), (41) using the operator splitting technique, which will be applied to the linear system

\[
\begin{pmatrix}
  h \\
  u \\
  p \\
  B
\end{pmatrix}_t + \begin{pmatrix}
  \hat{h} & 0 & 0 & 0 \\
  0 & \hat{h} & \frac{1}{h} g \hat{\theta} & 0 \\
  0 & 2 \hat{p} & \hat{u} & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  h \\
  u \\
  p \\
  B
\end{pmatrix}_x = \begin{pmatrix}
  0 \\
  0 \\
  0 \\
  0
\end{pmatrix},
\]

(44)

which is obtained by linearizing the Jacobian matrix (42) about the average state

\[
\begin{align*}
  \hat{h} &= \frac{1}{2}(h_L + h_R), \\
  \hat{u} &= \frac{1}{2}(u_L + u_R), \\
  \hat{p} &= \frac{1}{2}(p_L + p_R), \\
  \hat{\theta} &= \frac{1}{2}(\theta_L + \theta_R).
\end{align*}
\]
We first denote by
\[
U := (h, u, p, B)^T, \quad M := \begin{pmatrix}
\hat{h} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{h} & g\hat{\theta} \\
0 & 2\hat{p} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad L := \begin{pmatrix}
\hat{u} & 0 & 0 & 0 \\
0 & \hat{u} & 0 & 0 \\
0 & 0 & \hat{u} & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]
and then rewrite the initial value problem (44, 41) as follows:
\[
U_t + MU_x + LU_x = 0, \quad (45)
\]
\[
U(x, 0) = \begin{cases}
U_L := (h_L, u_L, p_L, B_L)^T, & x < 0, \\
U_R := (h_R, u_R, p_R, B_R)^T, & x > 0.
\end{cases} \quad (46)
\]
We now split the system (45) into the two simpler systems:
\[
U_t + MU_x = 0 \text{ with the solution operator } S_M(t - \cdot), \quad (47)
\]
\[
U_t + LU_x = 0 \text{ with the solution operator } S_L(t - \cdot). \quad (48)
\]
The splitting approach is then based on the following approximation:
\[
U(t + \Delta t) \approx S_L(\Delta t)S_M(\Delta t)U(t),
\]
which is exact when \(ML - LM = 0\). Here,
\[
ML - LM = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & g\hat{\theta}\hat{u} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]
which vanishes when \(\hat{u} \equiv 0\). In other cases, the splitting method is not exact, but it is still quite accurate especially for small \(\Delta t\).

Unlike the matrix (44), the matrix \(M\) has a complete eigensystem: Its eigenvalues are \(\lambda_1^M = -\sqrt{g\hat{\theta}\hat{h}}\), \(\lambda_2^M = 0\), \(\lambda_3^M = 0\), and \(\lambda_4^M = \sqrt{g\hat{\theta}\hat{h}}\), and the corresponding eigenvectors are
\[
r_1^M = \begin{pmatrix}
\frac{\hat{h}}{g\hat{\theta}\hat{h}} \\
\frac{2\hat{p}}{g\hat{\theta}\hat{h}} \\
0 \\
1
\end{pmatrix}, \quad r_2^M = \begin{pmatrix}
0 \\
0 \\
\frac{g\hat{\theta}\hat{h}}{\hat{h}} \\
1
\end{pmatrix}, \quad r_3^M = \begin{pmatrix}
1 \\
0 \\
0 \\
0
\end{pmatrix}, \quad r_4^M = \begin{pmatrix}
\frac{\hat{h}}{g\hat{\theta}\hat{h}} \\
\frac{2\hat{p}}{g\hat{\theta}\hat{h}} \\
0 \\
1
\end{pmatrix}.
\]
We thus can decompose the jumps \(\Delta U = U_R - U_L\) into
\[
\Delta U = \sum_{k=1}^4 \alpha_k r_k^M.
\]
Fig. 4  Solution of the Riemann problem (47), (45)

Solving the above system yields the coefficients \( \alpha_k \) (wave strengths):

\[
\begin{align*}
\alpha_1 &= \frac{1}{2} \left( \Delta p + g \hat{h} \Delta B \right) - \sqrt{\frac{\hat{h} \hat{p}}{2}} \Delta u, \\
\alpha_2 &= \Delta B, \\
\alpha_3 &= \Delta h - \frac{\hat{h} \Delta p + g \hat{h}^2 \Delta B}{2 \hat{p}}, \\
\alpha_4 &= \frac{1}{2} \left( \Delta p + g \hat{h} \Delta B \right) + \sqrt{\frac{\hat{h} \hat{p}}{2}} \Delta u.
\end{align*}
\]

Equipped with these \( \alpha_k \)'s, we present the solution of the Riemann problem (47), (45) in the \((x, t)\)-plane, see Fig. 4. The intermediate states are

\[
\begin{align*}
&h^*_L = h_L + \alpha_1 \frac{\hat{h}}{2 \hat{p}}, \quad u^*_L = u_L - \alpha_1 \frac{1}{\sqrt{2 \hat{h} \hat{p}}}, \quad p^*_L = p_L + \alpha_1, \\
&h^*_R = h_R - \alpha_4 \frac{\hat{h}}{2 \hat{p}}, \quad u^*_R = u_R - \alpha_4 \frac{1}{\sqrt{2 \hat{h} \hat{p}}}, \quad p^*_R = p_R - \alpha_4.
\end{align*}
\]

Observe that \( u^*_L = u^*_R \) and we thus denote them by \( u^* \), so that

\[
u^* = u_L - \alpha_1 \frac{1}{\sqrt{2 \hat{h} \hat{p}}}.
\]

We can also obtain the speeds of sound \( c^*_L \) and \( c^*_R \) as

\[
\begin{align*}
c^*_L &= \sqrt{\frac{2 \hat{p}^*_L}{h^*_L}} \quad \text{and} \quad c^*_R &= \sqrt{\frac{2 \hat{p}^*_R}{h^*_R}}.
\end{align*}
\]
and the intermediate states to the left/right of the contact wave:

\[
\begin{align*}
q^*_L &= \left( w^*_L = h^*_L + B_L, \ u^*_L, \ (h\theta)^*_L = \frac{2p^*_L}{gh^*_L} \right), \\
q^*_R &= \left( w^*_R = h^*_R + B_R, \ u^*_R, \ (h\theta)^*_R = \frac{2p^*_R}{gh^*_R} \right).
\end{align*}
\tag{51}
\]

We then proceed with the second splitting step and solve the system (48), which in fact is decoupled, so that we have to solve the following three simple linear advection equations:

\[
\begin{align*}
ht + \hat{u}hx &= 0, \\
\ut + \hat{u}ux &= 0, \\
pt + \hat{u}px &= 0,
\end{align*}
\tag{52}
\]

subject to the piecewise constant initial condition (which is obtained at the end of the first splitting step), see Fig. 4:

\[
(h, u, p)^T (x, 0) = \begin{cases} 
(h_L, u_L, p_L)^T, & x < \lambda^M_1 \Delta t, \\
(h^*_L, u^*_L, p^*_L)^T, & \lambda^M_1 \Delta t < x < 0, \\
(h^*_R, u^*_R, p^*_R)^T, & 0 < x < \lambda^M_4 \Delta t, \\
(h_R, u_R, p_R)^T, & x > \lambda^M_4 \Delta t.
\end{cases}
\tag{53}
\]

Because of the symmetry, we only consider the case \( \hat{u} > 0 \) here. There are three cases depending on the sign of \( \lambda^M_1 + \hat{u} \), and the corresponding piecewise constant solutions are shown in the \((x, t)\)-plane, see Figs. 5, 6, 7.

Remark 5 The proposed approximate Riemann problem solver is well-balanced. Indeed, if we assume that \( B_L = B_R, \ p_L = p_R \) and \( u_L = u_R \), then \( \alpha_1 = \alpha_4 = 0 \) and
Fig. 6 Solution of (52), (53) when $\lambda_{1}^{M} + \hat{u} = 0$

Fig. 7 Solution of (52), (53) when $\lambda_{1}^{M} + \hat{u} > 0$

thus $u_{L}^{*} = u_{R}^{*} = 0$ and $p_{L}^{*} = p_{R}^{*} = p_{L} = p_{R}$, and therefore, the “lake at rest” steady state of type (7) will be preserved.

3 Two-dimensional scheme

In this section, we describe a 2-D Ripa version of the derived numerical method. Since many of the scheme ingredients are directly extended from the 1-D case, we mostly provide just an algorithmic description of the 2-D scheme. As in the 1-D case, we first rewrite the system (1) in terms of new conservative variable $q := (w = h + B, hu, hv, h\theta)$:
\[
\begin{aligned}
&\begin{aligned}
&w_t + (hu)_x + (hv)_y = 0, \\
&(hu)_t + \left( \frac{(hu)^2}{w-B} + \frac{g}{2} \theta (w-B)^2 \right)_x + \left( \frac{(hu)(hv)}{w-B} \right)_y = -g \theta (w-B) B_x, \\
&(hv)_t + \left( \frac{(hu)(hv)}{w-B} \right)_x + \left( \frac{(hv)^2}{w-B} + \frac{g}{2} \theta (w-B)^2 \right)_y = -g \theta (w-B) B_y, \\
&(h\theta)_t + (uh\theta)_x + (vh\theta)_y = 0.
\end{aligned}
\end{aligned}
\tag{54}
\]

We denote by
\[
\begin{aligned}
&\mathbf{f}(q, B) = \left( hu, \frac{(hu)^2}{w-B} + \frac{g}{2} \theta (w-B)^2, \frac{(hu)(hv)}{w-B}, uh\theta \right)^T, \\
&\mathbf{g}(q, B) = \left( hv, \frac{(hu)(hv)}{w-B}, \frac{(hv)^2}{w-B} + \frac{g}{2} \theta (w-B)^2, vh\theta \right)^T, \\
&\mathbf{S}(q, B) = \left( 0, -g \theta (w-B) B_x, -g \theta (w-B) B_y, 0 \right)^T,
\end{aligned}
\]

the fluxes and the source term, so that the system (54) can be written in the vector form as:
\[
\mathbf{q}_t + \mathbf{f}(q, B)_x + \mathbf{g}(q, B)_y = \mathbf{S}(q, B).
\]

We consider a uniform grid \( x_j = j \Delta x, \ y_k = k \Delta y \), and denote the computational cells by \( I_{j,k} := [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \times [y_{k-\frac{1}{2}}, y_{k+\frac{1}{2}}] \). As in the 1-D case, the solution at time \( t \) is assumed to be known and realized in terms of the cell averages \( \overline{q}_{j,k} \) over cells \( I_{j,k} \), which are defined as:
\[
\overline{q}_{j,k} \approx \frac{1}{\Delta x \Delta y} \iint_{I_{j,k}} q(x, y, t) \ dy \ dx, \quad \overline{q}_{j,k} := \left( \overline{w}, \overline{(hu)}, \overline{(hv)}, \overline{(h\theta)} \right)^T,
\]

and are evolved in time according to the following semi-discrete scheme:
\[
\frac{d}{dt} \overline{q}_{j,k}(t) = -\frac{\mathbf{H}_x^{j+\frac{1}{2},k} (t) - \mathbf{H}_x^{j-\frac{1}{2},k} (t)}{\Delta x} - \frac{\mathbf{H}_y^{j,k+\frac{1}{2}} (t) - \mathbf{H}_y^{j,k-\frac{1}{2}} (t)}{\Delta y} + \overline{S}_{j,k}(t),
\tag{55}
\]

where \( \mathbf{H}_x^{j+\frac{1}{2},k}, \mathbf{H}_y^{j,k+\frac{1}{2}} \) are the numerical fluxes (defined in Sect. 3.1 below) and \( \overline{S}_{j,k} \) is numerical quadrature approximating the source term (derived in Sect. 3.2).

3.1 Central-upwind numerical fluxes

In this paper, we use the second-order central-upwind numerical fluxes from [18], see also [14, 15]:
where $q_{j,k}^{E(W,N,S)}$ (defined in Sect. 3.1.2 below) are the point values computed in the middle of cell boundaries, and $a_{j+\frac{1}{2},k}^\pm$ and $b_{j,k+\frac{1}{2}}^\pm$ are the one-sided local propagation speeds (defined in Sect. 3.1.5) across the lines $x = x_{j+\frac{1}{2}}$ and $y = y_{k+\frac{1}{2}}$, respectively.

### 3.1.1 Piecewise bilinear reconstruction of $B$

Similarly to the 1-D case and following [16], we start the derivation of the scheme by replacing the bottom topography function $B$ with its continuous piecewise bilinear approximation:

\[
\tilde{B}(x, y) = B_{j-\frac{1}{2},k-\frac{1}{2}} + \left( B_{j+\frac{1}{2},k-\frac{1}{2}} - B_{j-\frac{1}{2},k-\frac{1}{2}} \right) \cdot \frac{x - x_{j-\frac{1}{2}}}{\Delta x} \\
+ \left( B_{j-\frac{1}{2},k+\frac{1}{2}} - B_{j-\frac{1}{2},k-\frac{1}{2}} \right) \cdot \frac{y - y_{k-\frac{1}{2}}}{\Delta y} \\
+ \left( B_{j+\frac{1}{2},k+\frac{1}{2}} - B_{j+\frac{1}{2},k-\frac{1}{2}} - B_{j-\frac{1}{2},k+\frac{1}{2}} + B_{j-\frac{1}{2},k-\frac{1}{2}} \right) \cdot \frac{(x - x_{j-\frac{1}{2}})(y - y_{k-\frac{1}{2}})}{\Delta x \Delta y}, (x, y) \in I_{j,k}.
\]

where $B_{j\pm\frac{1}{2},k\pm\frac{1}{2}} := B(x_{j\pm\frac{1}{2}}, y_{k\pm\frac{1}{2}})$. We then obtain that

\[
B_{j,k} := \tilde{B}(x_j, y_k) = \frac{1}{\Delta x \Delta y} \iint_{I_{j,k}} \tilde{B}(x, y) \, dx \, dy \\
= \frac{1}{4} \left( B_{j+\frac{1}{2},k} + B_{j-\frac{1}{2},k} + B_{j,k+\frac{1}{2}} + B_{j,k-\frac{1}{2}} \right), \tag{57}
\]

where

\[
B_{j+\frac{1}{2},k} := \tilde{B}(x_{j+\frac{1}{2}}, y_k) = \frac{1}{2} \left( B_{j+\frac{1}{2},k+\frac{1}{2}} + B_{j+\frac{1}{2},k-\frac{1}{2}} \right). \tag{58}
\]
and

$$B_{j,k+\frac{1}{2}} := \tilde{B}(x_j, y_{k+\frac{1}{2}}) = \frac{1}{2} \left( B_{j+\frac{1}{2},k+\frac{1}{2}} + B_{j-\frac{1}{2},k+\frac{1}{2}} \right). \quad (59)$$

Note that formulae (57)–(59) are crucial for the proof of the positivity preserving property of our 2-D well-balanced central-upwind scheme (see Theorem 2).

### 3.1.2 Piecewise linear reconstructions

Next, we use second-order piecewise linear polynomial reconstructions to obtain the point values of the equilibrium variables \((\theta, hu, hv, w)\). Then their point values in the middle of the boundaries of cell \(I_{j,k}\) will be

$$\theta_{j,k}^{E(W)} := \theta_{j,k} \pm \frac{\Delta x}{2} (\theta_x)_{j,k}, \quad \theta_{j,k}^{N(S)} := \theta_{j,k} \pm \frac{\Delta x}{2} (q_y)_{j,k},$$

$$\begin{align*}
(hu)_{j,k}^{E(W)} &:= (hu)_{j,k} \pm \frac{\Delta x}{2} ((hu)_x)_{j,k}, \\
(hu)_{j,k}^{N(S)} &:= (hu)_{j,k} \pm \frac{\Delta y}{2} ((hu)_y)_{j,k}, \\
(hv)_{j,k}^{E(W)} &:= (hv)_{j,k} \pm \frac{\Delta x}{2} ((hv)_x)_{j,k}, \\
(hv)_{j,k}^{N(S)} &:= (hv)_{j,k} \pm \frac{\Delta y}{2} ((hv)_y)_{j,k}, \\
w_{j,k}^{E(W)} &:= w_{j,k} \pm \frac{\Delta x}{2} (w_x)_{j,k}, \quad w_{j,k}^{N(S)} := w_{j,k} \pm \frac{\Delta y}{2} (w_y)_{j,k}, \quad (60)
\end{align*}$$

where

$$\theta_{j,k} := \frac{(h\theta)_{j,k}}{\bar{h}_{j,k}}, \quad \bar{h}_{j,k} := \overline{w}_{j,k} - B_{j,k}. \quad (61)$$

The point values of \(h, u, v\) and \((h\theta)\) are then computed as follows:

$$\begin{align*}
h_{j,k}^{E} &:= w_{j,k}^{E} - B_{j+\frac{1}{2},k}, \quad u_{j,k}^{E} := \frac{(hu)_{j,k}^{E}}{h_{j,k}^{E}}, \\
v_{j,k}^{E} &:= \frac{(hv)_{j,k}^{E}}{h_{j,k}^{E}}, \quad (h\theta)_{j,k}^{E} := h_{j,k}^{E} \theta_{j,k}^{E}. \quad (62)
\end{align*}$$

The values of \(h_{j,k}^{W}, h_{j,k}^{N}, h_{j,k}^{S}, u_{j,k}^{W}, u_{j,k}^{N}, u_{j,k}^{S}, v_{j,k}^{W}, v_{j,k}^{N}, v_{j,k}^{S}\) and \(v_{j,k}^{S}\) are calculated in a similar manner.

To insure the non-oscillatory property of the reconstruction, the slopes \((\theta_x)_{j,k}, (\theta_y)_{j,k}, (hu)_x)_{j,k}, (hu)_y)_{j,k}, (hv)_x)_{j,k}, (hv)_y)_{j,k}, (w_x)_{j,k}\) and \((w_y)_{j,k}\) in (60) should be computed with the help of a nonlinear limiter. In our numerical examples, we have used a 2-D generalized minmod limiter (for brevity, we only provide the slopes for the \(w\)-component):
\[
(w_x)_{j,k} = \text{minmod}\left(\gamma \frac{\tilde{w}_{j,k} - \tilde{w}_{j-1,k}}{\Delta x}, \frac{\tilde{w}_{j+1,k} - \tilde{w}_{j-1,k}}{2\Delta x}, \gamma \frac{\tilde{w}_{j+1,k} - \tilde{w}_{j,k}}{2\Delta x}\right),
\]
\[
(w_y)_{j,k} = \text{minmod}\left(\gamma \frac{\tilde{w}_{j,k} - \tilde{w}_{j,k-1}}{\Delta y}, \frac{\tilde{w}_{j,k+1} - \tilde{w}_{j,k-1}}{2\Delta y}, \gamma \frac{\tilde{w}_{j,k+1} - \tilde{w}_{j,k}}{2\Delta y}\right),
\]

where \(\gamma \in [1, 2]\).

Using the notation introduced in this section and taking into account the fact that the reconstruction of \(w\),

\[
\tilde{w}(x, y) := \tilde{w}_{j,k} + (w_x)_{j,k}(x - x_j) + (w_y)_{j,k}(y - y_k), \quad (x, y) \in I_{j,k},
\]
is a piecewise linear function, we obtain the following relations:

\[
\tilde{w}_{j,k} = \frac{w_{E,j,k} + w_{W,j,k}}{2} = \frac{w_{E,j,k} + w_{N,j,k} + w_{S,j,k}}{2} = \frac{w_{E,j,k} + w_{W,j,k} + w_{N,j,k} + w_{S,j,k}}{4},
\]

which will be useful for proving the positivity preserving property of the scheme.

### 3.1.3 Correction of the reconstructed point values

In this section, we extend the 1-D positivity preserving correction (21) to 2-D. Similar to the 1-D case, the use of generalized minmod limiter will guarantee the positivity of point values \(\theta_{j,k}^{E(W,N,S)}\), but it cannot guarantee the positivity of the point values \(h_{j,k}^{E(W,N,S)}\) obtained in (62). Therefore, to enforce \(h_{j,k}^{E(W,N,S)} \geq 0\), we modify the values of \(w\) in the following four cases only:

- if \(w_{E,j,k} < B_{j+\frac{1}{2},k}\), then take \((w_x)_{j,k} := \frac{B_{j+\frac{1}{2},k} - \tilde{w}_{j,k}}{\Delta x / 2}\),
  \[\Rightarrow w_{E,j,k} = B_{j+\frac{1}{2},k}, \quad w_{W,j,k} = 2\tilde{w}_{j,k} - B_{j+\frac{1}{2},k};\]
- if \(w_{W,j,k} < B_{j-\frac{1}{2},k}\), then take \((w_x)_{j,k} := \frac{\tilde{w}_{j,k} - B_{j-\frac{1}{2},k}}{\Delta x / 2}\),
  \[\Rightarrow w_{E,j,k} = 2\tilde{w}_{j,k} - B_{j-\frac{1}{2},k}, \quad w_{W,j,k} = B_{j-\frac{1}{2},k};\]
- if \(w_{N,j,k} < B_{j,k+\frac{1}{2}}\), then take \((w_y)_{j,k} := \frac{B_{j,k+\frac{1}{2}} - \tilde{w}_{j,k}}{\Delta y / 2}\),
  \[\Rightarrow w_{N,j,k} = B_{j,k+\frac{1}{2}}, \quad w_{S,j,k} = 2\tilde{w}_{j,k} - B_{j,k+\frac{1}{2}};\]
- if \(w_{S,j,k} < B_{j,k-\frac{1}{2}}\), then take \((w_y)_{j,k} := \frac{\tilde{w}_{j,k} - B_{j,k-\frac{1}{2}}}{\Delta y / 2}\),
  \[\Rightarrow w_{N,j,k} = 2\tilde{w}_{j,k} - B_{j,k-\frac{1}{2}}, \quad w_{S,j,k} = B_{j,k-\frac{1}{2}}.\]
The correction procedure (65) guarantees that the reconstruction is conservative and its restrictions on the lines \( y = y_k \) and \( x = x_j \) are above \( B(x, y_k) \) and \( B(x_j, y) \), respectively. Hence the point values of the water height \( h \) will be nonnegative. Notice that unlike the 1-D case, the correction does not guarantee the nonnegativity of \( \overline{w} - \overline{B} \) in the entire cell, but does preserve the nonnegativity of the cell averages \( \overline{h} \) and its point-values \( h_{j,k}^E, h_{j,k}^W, h_{j,k}^N \) and \( h_{j,k}^S \).

### 3.1.4 Desingularization

As in the 1-D case, the obtained values of \( h \) may be very small (or even zero). Therefore, the computation of the corresponding temperatures \( \theta \) and velocities \( (u, v) \) should be desingularized. This can be done, for example, by calculating them in a way similar to (22) (we omit the E, W, N, S, \( j, k \), indexes here):

\[
\begin{align*}
\theta &= \frac{\sqrt{2} h (h \theta)}{\sqrt{h^4 + \max(h^4, \varepsilon)}}, \\
u &= \frac{\sqrt{2} h(u)}{\sqrt{h^4 + \max(h^4, \varepsilon)}}, \\
v &= \frac{\sqrt{2} h(v)}{\sqrt{h^4 + \max(h^4, \varepsilon)}},
\end{align*}
\]

(66)

where \( \varepsilon = \max\{((\Delta x)^4, (\Delta y)^4) \} \) in all of our computations. After evaluating the point values of \( u \) and \( v \) using (66), we recompute the corresponding point values of the \( x \) and \( y \)-discharges accordingly:

\[
(hu) := h \cdot u, \quad (hv) := h \cdot v.
\]

### 3.1.5 One-sided local speeds of propagation

Equipped with the reconstructed (and then corrected) point values of \( h, u, v \) and \( \theta \), we can compute the one-sided local speeds of propagation, which, in the case of convex fluxes, can be estimated by

\[
\begin{align*}
a_{j+1/2,k}^+ &:= \max \left\{ u_{j,k}^E + \sqrt{gh_{j,k}^E \theta_{j,k}^E}, u_{j+1,k}^W + \sqrt{gh_{j+1,k}^W \theta_{j+1,k}^W}, 0 \right\}, \\
a_{j+1/2,k}^- &:= \min \left\{ u_{j,k}^E - \sqrt{gh_{j,k}^E \theta_{j,k}^E}, u_{j+1,k}^W - \sqrt{gh_{j+1,k}^W \theta_{j+1,k}^W}, 0 \right\}, \\
b_{j,k+1/2}^+ &:= \max \left\{ v_{j,k}^N + \sqrt{gh_{j,k}^N \theta_{j,k}^N}, v_{j,k+1}^S + \sqrt{gh_{j+1,k}^S \theta_{j,k+1}^S}, 0 \right\}, \\
b_{j,k+1/2}^- &:= \min \left\{ v_{j,k}^N - \sqrt{gh_{j,k}^N \theta_{j,k}^N}, v_{j,k+1}^S - \sqrt{gh_{j+1,k}^S \theta_{j,k+1}^S}, 0 \right\}.
\end{align*}
\]

(67)

### 3.2 Approximation of the source term

To guarantee that the scheme (55) is well-balanced, we use the following quadrature for the nonzero components of \( \overline{S}_{j,k}(t) \), which is similar to the 1-D well-balanced quadrature established in Sect. 2.2:
\[
\frac{S_{j,k}^{(2)}}{S_{j,k}^{(3)}} \approx \frac{g}{2} \left( \theta_{j,k}^E \left( w_{j,k}^E - B_{j+\frac{1}{2},k} \right) + \theta_{j,k}^W \left( w_{j,k}^W - B_{j-\frac{1}{2},k} \right) \right) \frac{B_{j+\frac{1}{2},k} - B_{j-\frac{1}{2},k}}{\Delta x},
\]

\[
\frac{S_{j,k}^{(3)}}{S_{j,k}^{(3)}} \approx -\frac{g}{2} \left( \theta_{j,k}^N \left( w_{j,k}^N - B_{j,k+\frac{1}{2}} \right) + \theta_{j,k}^S \left( w_{j,k}^S - B_{j,k-\frac{1}{2}} \right) \right) \frac{B_{j+\frac{1}{2},k} - B_{j-\frac{1}{2},k}}{\Delta y}.
\]

Remark 6 The resulting ODE system (55) should be solved by a stable and accurate ODE solver. In the numerical examples reported in Sect. 4.2, we have used the third order SSP Runge-Kutta method from [9].

3.3 Positivity preserving property

In this section, we prove that the derived 2-D well-balanced central-upwind scheme (55), (56), (58)–(68) preserves the positivity of both \( h \) and \( \theta \).

Theorem 2 Consider the system (54) and the central-upwind semi-discrete scheme (55), (56), (58)–(68). Assume that the system of ODEs (55) is solved by the forward Euler method and that for all \((j, k)\), \( h_{j,k}^n \geq 0 \) and \( \theta_{j,k}^n \geq 0 \). Then, \( h_{j,k}^{n+1} \geq 0 \) and \( \theta_{j,k}^{n+1} \geq 0 \) for all \((j, k)\), provided \( \Delta t \leq \min\left\{ \frac{\Delta x}{8a}, \frac{\Delta y}{8b} \right\} \), where \( a \) and \( b \) are given by \( a := \max_{j,k} \{ \max\{ a^+, j+, k\}, -a^-, j+, k\} \) and \( b := \max_{j,k} \{ \max\{ b^+, j+, k\}, -b^-, j+, k\} \), respectively.

Proof The proof of this theorem is a straightforward extension of the proof of Theorem 1. We rewrite the first and fourth components of Eq. (55) together with the Euler temporal discretization as:

\[
\bar{h}^{n+1}_{j,k} = \bar{h}^n_{j,k} - \lambda \left( (H^x)^{(1)}_{j+\frac{1}{2},k} - (H^x)^{(1)}_{j-\frac{1}{2},k} \right) - \mu \left( (H^x)^{(1)}_{j,k+\frac{1}{2}} - (H^x)^{(1)}_{j,k-\frac{1}{2}} \right),
\]

\[
\bar{(h\theta)}^{n+1}_{j,k} = \bar{(h\theta)}^n_{j,k} - \lambda \left( (H^x)^{(4)}_{j+\frac{1}{2},k} - (H^x)^{(4)}_{j-\frac{1}{2},k} \right) - \mu \left( (H^x)^{(4)}_{j,k+\frac{1}{2}} - (H^x)^{(4)}_{j,k-\frac{1}{2}} \right),
\]

where \( \lambda := \Delta t/\Delta x, \mu := \Delta t/\Delta y \), and use the relations (57), (61), (62) and (64) to obtain

\[
\bar{h}^n_j = w^n_{j,k} - B_{j,k} = \frac{1}{4} \left( w_{j,k}^E + w_{j,k}^W + w_{j,k}^N + w_{j,k}^S \right) - \frac{1}{4} \left( B_{j+\frac{1}{2},k} + B_{j-\frac{1}{2},k} + B_{j,k+\frac{1}{2}} + B_{j,k-\frac{1}{2}} \right) = \frac{1}{4} \left( h_{j,k}^E + h_{j,k}^W + h_{j,k}^N + h_{j,k}^S \right).
\]
Using the definition of the numerical fluxes $(H^x)^{(1)}$ and $(H^y)^{(1)}$ from (56) and substituting (71) into (69) yield

\[
\overline{h}_{j,k}^{n+1} = \left[ \frac{1}{4} + \lambda a^-_{j-\frac{1}{2},k} \left( \frac{a^+_{j-\frac{1}{2},k} - u^w_{j,k}}{a^+_{j+\frac{1}{2},k} - a^-_{j+\frac{1}{2},k}} \right) \right] h^w_{j,k} \\
+ \left[ \frac{1}{4} - \lambda a^+_{j+\frac{1}{2},k} \left( \frac{u^E_{j,k} - a^-_{j+\frac{1}{2},k}}{a^+_{j+\frac{1}{2},k} - a^-_{j+\frac{1}{2},k}} \right) \right] h^E_{j,k} \\
- \lambda a^-_{j+\frac{1}{2},k} \left( \frac{a^+_{j+\frac{1}{2},k} - u^w_{j+1,k}}{a^+_{j+\frac{1}{2},k} - a^-_{j+\frac{1}{2},k}} \right) h^w_{j+1,k} \\
+ \lambda a^+_{j-\frac{1}{2},k} \left( \frac{u^E_{j-1,k} - a^-_{j-\frac{1}{2},k}}{a^+_{j-\frac{1}{2},k} - a^-_{j-\frac{1}{2},k}} \right) h^E_{j-1,k} \\
+ \left[ \frac{1}{4} + \mu b^-_{j,k-\frac{1}{2}} \left( \frac{b^+_{j,k-\frac{1}{2}} - v^s_{j,k}}{b^+_{j,k-\frac{1}{2}} - b^-_{j,k-\frac{1}{2}}} \right) \right] h^s_{j,k} \\
+ \left[ \frac{1}{4} - \mu b^+_{j,k+\frac{1}{2}} \left( \frac{v^N_{j,k} - b^-_{j,k+\frac{1}{2}}}{b^+_{j,k+\frac{1}{2}} - b^-_{j,k+\frac{1}{2}}} \right) \right] h^N_{j,k} \\
- \mu b^-_{j,k+\frac{1}{2}} \left( \frac{b^+_{j,k+\frac{1}{2}} - v^s_{j,k+1}}{b^+_{j,k+\frac{1}{2}} - b^-_{j,k+\frac{1}{2}}} \right) h^s_{j,k+1} \\
+ \mu b^+_{j,k-\frac{1}{2}} \left( \frac{v^N_{j,k-1} - b^-_{j,k-\frac{1}{2}}}{b^+_{j,k-\frac{1}{2}} - b^-_{j,k-\frac{1}{2}}} \right) h^N_{j,k-1},
\]

which means that $\overline{h}_{j,k}^{n+1}$ is a linear combination of eight reconstructed point values of $h$.

To obtain a similar formula for $(h\theta)_{j,k}^{n+1}$, we first notice that

\[
\overline{h^E}_{j,k} = \overline{h}_{j,k} + \frac{h^E_{j,k} - h^w_{j,k}}{2}, \quad \overline{h^w}_{j,k} = \overline{h}_{j,k} - \frac{h^E_{j,k} - h^w_{j,k}}{2}, \\
\theta^E_{j,k} = \theta_{j,k} + \frac{\theta^E_{j,k} - \theta^w_{j,k}}{2}, \quad \theta^w_{j,k} = \theta_{j,k} - \frac{\theta^E_{j,k} - \theta^w_{j,k}}{2},
\]

and thus using (61) we have

\[
(h\theta)_{j,k}^{n+1} = \frac{1}{2} \left( h^w_{j,k} \theta^w_{j,k} + h^E_{j,k} \theta^E_{j,k} \right) - \frac{1}{4} \left( h^E_{j,k} - h^w_{j,k} \right) \left( \theta^E_{j,k} - \theta^w_{j,k} \right) \\
= \frac{1}{4} \left( h^w_{j,k} \theta^w_{j,k} + h^E_{j,k} \theta^E_{j,k} \right) + \frac{1}{4} \left( h^E_{j,k} \theta^w_{j,k} + h^w_{j,k} \theta^E_{j,k} \right).
\]
Similarly, one can show that
\[
\frac{1}{4} \left( h_j^S \theta_{j,k}^S + h_j^N \theta_{j,k}^N \right) + \frac{1}{4} \left( h_j^N \theta_{j,k}^S + h_j^S \theta_{j,k}^N \right).
\] (74)

Finally, we combine (73) and (74) to end up with
\[
\frac{1}{8} \left( h_j^W \theta_{j,k}^W + h_j^E \theta_{j,k}^E + h_j^S \theta_{j,k}^S + h_j^N \theta_{j,k}^N \right)

+ \frac{1}{8} \left( h_j^E \theta_{j,k}^W + h_j^W \theta_{j,k}^E + h_j^N \theta_{j,k}^S + h_j^S \theta_{j,k}^N \right),
\]

and rewrite (70) as follows:
\[
\frac{1}{8} \left[ 1 + \frac{\lambda a_{j+1/2,k}^+ (a_{j-1/2,k}^+ - u_{j+1/2,k}^W)}{a_{j-1/2,k}^+ - a_{j+1/2,k}^-} \right] h_{j,k}^W \theta_{j,k}^W

+ \frac{1}{8} \left[ \frac{\lambda a_{j+1/2,k}^- (a_{j+1/2,k}^- - u_{j+1/2,k}^W)}{a_{j+1/2,k}^- - a_{j-1/2,k}^-} \right] h_{j,k}^E \theta_{j,k}^E

- \lambda a_{j+1/2,k}^- \left( \frac{a_{j+1/2,k}^+ - u_{j+1/2,k}^W}{a_{j+1/2,k}^- - a_{j-1/2,k}^-} \right) h_{j+1,k}^W \theta_{j+1,k}^W

+ \lambda a_{j+1/2,k}^+ \left( \frac{a_{j+1/2,k}^+ - u_{j+1/2,k}^W}{a_{j+1/2,k}^- - a_{j-1/2,k}^-} \right) h_{j-1,k}^E \theta_{j-1,k}^E

+ \frac{1}{8} \left[ \frac{\mu b_{j,k+1/2}^+ (b_{j,k+1/2}^+ - v_{j,k+1/2}^S)}{b_{j,k+1/2}^+ - b_{j,k+1/2}^-} \right] h_{j,k}^S \theta_{j,k}^S

+ \frac{1}{8} \left[ \frac{\mu b_{j,k+1/2}^- (v_{j,k+1/2}^N - b_{j,k+1/2}^-)}{b_{j,k+1/2}^- - b_{j,k+1/2}^-} \right] h_{j,k}^N \theta_{j,k}^N

- \mu b_{j,k+1/2}^- \left( \frac{b_{j,k+1/2}^+ - v_{j,k+1/2}^S}{b_{j,k+1/2}^- - b_{j,k+1/2}^-} \right) h_{j,k+1}^S \theta_{j,k+1}^S

+ \mu b_{j,k+1/2}^+ \left( \frac{v_{j,k+1/2}^N - b_{j,k+1/2}^-}{b_{j,k+1/2}^- - b_{j,k+1/2}^-} \right) h_{j,k+1}^N \theta_{j,k+1}^N

+ \frac{1}{8} \left( h_{j,k}^E \theta_{j,k}^W + h_{j,k}^W \theta_{j,k}^E + h_{j,k}^N \theta_{j,k}^S + h_{j,k}^S \theta_{j,k}^N \right). \] (75)

Since (62) and (65) guarantee the positivity of the point values of $h$ reconstructed at the boundaries of each cell and (60) guarantees the positivity of the corresponding point values of $\theta$ (as long as the water depth and the temperature are nonnegative at...
time level $t = t^n$), the last term on the RHS of (75) is clearly nonnegative. The first eight terms on the RHS of (75) form a linear combination of the cell boundary point values of $h\theta$ with the coefficients similar to those in (72).

Following the arguments in [13,16], one can easily show that provided the CFL condition $\lambda a \leq \frac{1}{8}$, $\mu b \leq \frac{1}{8}$ is satisfied, the coefficients in (72) and (75) are nonnegative, which guarantees that both the cell averages of the water depth, $\bar{h}^{n+1}_{j,k}$, and the temperatures, $\theta^{n+1}_{j,k} = (h\theta)_{j,k}^{n+1}/\bar{h}^{n+1}_{j,k}$, will remain nonnegative for all $j$, $k$. The proof is thus completed.

$\square$

3.4 Interface tracking technique

In this section, we extend the 1-D interface tracking technique to 2-D in a dimension-by-dimension manner following the approach in [4].

We use a level-set formulation to determine the location of the temperature jumps. Within this framework, we solve

$$\phi_t + u\phi_x + v\phi_y = 0$$

(76)

for the level set function $\phi$, whose zero values indicate the location of the curve across which the temperature jumps. We assume that at time level $t = t^n$ the cell $I_{J,K}$ is a “mixed” cell, through which the interface passes, and therefore cell averages $\bar{q}_{J,K}$ will not be used for evaluating the slopes in (60) and/or numerical fluxes $H_{J,K}^{x}, H_{J,K}^{y}$ in (56). Instead, the required point values at the cell boundaries will be obtained using the phase space interpolation.

First, we consider the situation when both cells $I_{J-1,K}$ and $I_{J+1,K}$ are “reliable”. In this case, we compute the point values $q_{J,K}^E$ and $q_{J,K}^W$ using the 1-D interpolation technique described in Sect. 2.4, which is based on the approximate solution of the quasi 1-D Riemann problem:

$$\begin{align*}
&\begin{cases}
    w_t + (hu)_x = 0, \\
    (hu)_t + \left( (hu)^2 + \frac{g}{2}(w-B)^2 \right)_x = -g\theta(w-B)B_x, \\
    (hv)_t + \left( (hu)(hv) \right)_x = 0, \\
    (h\theta)_t + (uh\theta)_x = 0, \\
    B_t = 0,
\end{cases}
\end{align*}$$

(77)

subject to the following initial data

$$(h, u, v, p, B)^T(x, 0) = \begin{cases}
(h_{J-1,K}, u_{J-1,K}, v_{J-1,K}, p_{J-1,K}, B_{J-1,K})^T, & x < 0, \\
(h_{J+1,K}, u_{J+1,K}, v_{J+1,K}, p_{J+1,K}, B_{J+1,K})^T, & x > 0.
\end{cases}$$

(78)

The approximate Riemann problem solver derived in Sect. 2.4.1 directly applies to (77), (78) and the additional intermediate variables $v^*$ will clearly have the following values: $v^*_L = v_{J-1,K}$ and $v^*_R = v_{J+1,K}$.
If the cells \( I_{J-1,K} \) and \( I_{J+1,K} \) are “mixed” cells as well, we will still solve the Riemann problem (77), (78) to obtain \( q_{J,K}^{E} \) and \( q_{J,K}^{W} \), but replace the data in (78) with the values extrapolated (in the physical space) from the data in the nearest “reliable” cells. The extrapolation procedure is described in details in [4, §2.3.1].

The values \( q_{J,K}^{N} \) and \( q_{J,K}^{S} \) are obtained in a similar way using the phase space interpolation applied in the \( y \)-direction.

The level set function \( \phi \) is then evolved according to (76), which is solved using an upwind finite-difference method with the corresponding velocities:

\[
(u_{j,k}, v_{j,k}) = \begin{cases} 
\frac{(hu)_{j,k}}{\mathcal{H}_{j,k}}, & \text{if } I_{j,k} \text{ is a reliable cell,} \\
\left(\frac{u}{\mathcal{H}}_{j,k}, \frac{v}{\mathcal{H}}_{j,k}\right), & \text{if } I_{j,k} \text{ is a “mixed” cell,}
\end{cases}
\]

where, \( u_{j,k}^{*} \) and \( v_{j,k}^{*} \) are the intermediate \( x \)- and \( y \)-velocities obtained when approximately solving the Riemann problems in the \( x \)- and \( y \)-direction, respectively.

Finally, when the temperature jump crosses a cell boundary, we update the new cell averages based on the multiple cell average conservation requirement, precisely as in [4, §2.3.1].

4 Numerical examples

In this section, we demonstrate the performance of the designed central-upwind scheme on a number of 1-D and 2-D test problems. Our scheme will be compared with the “basic” central-upwind scheme, which is positivity preserving, but not well-balanced. The latter scheme will be referred to as the NWB scheme, while the well-balanced central-upwind scheme will be referred as the WB scheme. Notice that the 1-D NWB scheme is obtained by replacing the quadrature (25) for the non-zero source component \( S^{(2)}_{j} \) with the midpoint rule. Thus, the 1-D NWB scheme will consist of (11), (14), (16)–(23) and

\[
\overline{S}^{(2)}_{j} = -g\overline{\frac{h}{\theta}}_{j}B_{x}(x_{j}).
\]

When the interface tracking technique is incorporated into the WB scheme, the well-balanced central-upwind scheme will become pressure oscillation-free. The resulting method will be referred to as the WB-IT scheme. It should be observed, however, that the use of the interface tracking technique in the WB-IT scheme leads to an increase in the CPU time compared with the WB scheme. Our numerical results indicate the CPU time increase by 4.5–8.7 % in the 1-D case and by 7–10.8 % in the 2-D case. The additional computational cost seems to be reasonably small especially taking into account that without the special interface tracking treatment, the scheme may fail to preserve steady states of type (7) ((9) in the 2-D case). This may cause severe pressure oscillations (which do not disappear even when an extremely expensive mesh refinement is used, see the example in Sect. 2.4) and may also oversmear contact discontinuities, as we demonstrate below.

In all of our numerical experiments, we take the generalized minmod parameter \( \gamma = 1 \), and the gravitational constant \( g = 1 \).
4.1 One-dimensional examples

**Example 1: pressure oscillation free.** In this example, we recompute the test problem (2), (31) from Sect. 2.4 using the WB-IT scheme. As we can see from Fig. 8, the computed pressure at the same time levels $t = 10$ and $t = 50$ is oscillation-free even when the coarse mesh with $\Delta x = 1$ is used (compare this solution with the one presented in Fig. 1).

**Example 2: small perturbation of a steady-state solution.** In this example, we compare the performance of the NWB, WB and WB-IT schemes.

We consider the following non-flat bottom topography that contains two isolated humps (see Fig. 9, right):

$$B(x) = \begin{cases} 
0.85(\cos(10\pi(x + 0.9)) + 1), & -1.0 \leq x \leq -0.8, \\
1.25(\cos(10\pi(x - 0.4)) + 1), & 0.3 \leq x \leq 0.5, \\
0, & \text{otherwise}.
\end{cases}$$

It is easy to see that

$$(w_x, u_s, \theta_s)^T(x) = \begin{cases} 
(6, 0, 4)^T, & x < 0, \\
(4, 0, 9)^T, & x > 0
\end{cases}$$

(79)
is a piecewise constant steady-state solution, which is in fact a combination of two “lake at rest” steady states of type (6) connected through the temperature jump, which corresponds to a steady state of type (7). We perturb (79) and take

\[
(w, u, \theta)^T(x) = (w_s, u_s, \theta_s)^T(x) + (0.1, 0, 0) \chi_{[-1.5, -1.4]}(x),
\]

\[
\chi_{[-1.5, -1.4]}(x) = \begin{cases} 
1, & -1.5 \leq x \leq -1.4, \\
0, & \text{otherwise}
\end{cases}
\]
Fig. 12 Example 2: \( w \) computed by the WB (left) and WB-IT (right) schemes using the uniform mesh with \( \Delta x = 0.04 \) at times \( t = 0.2 \) and \( t = 0.4 \).

(potted in Fig. 9, left) as the initial data for the Ripa system (10). With time, the perturbation, initially located at \([-1.5, -1.4]\), splits into two pulses moving to opposite directions. The one moving to the right passes the first hump of the bottom, and keeps moving over the temperature jump, and then passes through the second hump.

In Fig. 10, we show the \( w \)-component of the solution obtained by the NWB scheme. As one can clearly see, the NWB scheme develops large spurious oscillations in the hump area and thus it cannot resolve the small perturbation. Moreover, the oscillations get worse with time. When the mesh is refined, the oscillations attributed to the lack of precise balance between the flux and the source terms diminish, but a very fine mesh has to be used to achieve a high resolution. The use of such a fine mesh may be unaffordable, especially in the 2-D case, and thus the NWB scheme may become impractical.

The oscillations over the humps disappear when the well-balance quadrature (25) is used. However, the solution computed by the WB scheme suffers from the excessive numerical diffusion present at the temperature jump area, see the left column in Figs. 11 and 12. As one can see, the \( w \)-component of the computed solution is smeared there and the pressure oscillations are developed (see the lower left graph in Fig. 11). On the other hand, the proposed WB-IT scheme, which is both well-balanced and pressure oscillation-free, leads to a very accurately resolved solution (see the right column in...
Example 3: dam break over the flat bottom. In this example, we consider the dam break problem for the Ripa system (10) with a flat bottom ($B \equiv 0$) subject to the following initial condition:

$$(w, u, \theta)^T(x, 0) = \begin{cases} 
(5, 0, 3)^T, & x < 0, \\
(1, 0, 5)^T, & x > 0.
\end{cases}$$

Notice that when computed with the WB scheme, the jump around $x = 0$ gets more and more smeared in time (Fig. 12), while it remains almost perfectly resolved by the WB-IT scheme.
Fig. 14 Example 4: $w$, $\theta$ and $p$ computed by the WB (left) and WB-IT (right) schemes using the uniform mesh with $\Delta x = 2/200$ at time $t = 0.3$. The solid lines represent the reference solution computed by the WB scheme on a much finer uniform mesh with $\Delta x = 2/6400$

Fig. 15 3-D view (left) and contour plot (right) of the bottom topography (80)
Fig. 16 Example 5: 3-D views of the steady-state solution \((w, \theta \text{ and } p)\) computed by the WB (left) and WB-IT (right) schemes at time \(t = 0.12\) using the uniform mesh with \(\Delta x = \Delta y = 2/100\).

Fig. 17 Example 5: contour plots of the \(\theta\) and \(p\) components of the solution computed by the WB (left) and WB-IT (right) schemes at time \(t = 0.12\) using the uniform mesh with \(\Delta x = \Delta y = 2/100\).
Fig. 18 Example 6: 3-D views of $w$, $\theta$ and $p$ computed by the WB (left) and WB-IT (right) schemes at time $t = 0.15$ using the uniform mesh with $\Delta x = \Delta y = 2/100$.

Fig. 19 Example 6: contour plots of $p$ computed by the WB (left) and WB-IT (right) schemes at time $t = 0.15$ using the uniform mesh with $\Delta x = \Delta y = 2/100$.

We compute the numerical solution by the WB and WB-IT schemes at time $t = 0.2$ and plot it in Fig. 13. As it can be observed, both $w$ and $\theta$ obtained using the WB scheme (left column) are very smeared around the contact wave located near $x = 0.43$, while they are much sharper resolved by the WB-IT scheme, Fig. 13 (right).
Example 4: dam break over a nonflat bottom. In this example, we compare the performance of the WB-IT and WB schemes with the following initial data:

\[(w, u, \theta)^T(x, 0) = \begin{cases} (5, 0, 1)^T, & x < 0, \\ (1, 0, 5)^T, & x > 0. \end{cases}\]

and bottom topography given by (see the top two panels of Fig. 14):

\[B(x) = \begin{cases} 2(\cos(10\pi(x + 0.3)) + 1), & -0.4 \leq x \leq -0.2, \\ 0.5(\cos(10\pi(x - 0.3)) + 1), & 0.2 \leq x \leq 0.4, \\ 0, & \text{otherwise}. \end{cases}\]

Note that initially the area near \(x = 0.3\) is almost dry \((h(x, 0) = 1 - 0.5(\cos(10\pi(x - 0.3)) + 1)\) there). As expected, both the WB and WB-IT schemes preserve the positivity of \(h\) and \(\theta\), see Fig. 14, but obviously the proposed WB-IT scheme outperforms the WB scheme, especially for \(w\) and \(\theta\) components around the contact wave near \(x = 0.22\).

4.2 Two-dimensional examples

In this section, we compare the performance of the 2-D WB-IT scheme described in Sect. 3 and the WB scheme, which is the same central-upwind scheme, but implemented without the interface tracking technique from Sect. 3.4.
**Example 5: steady state.** In the first 2-D example, we consider the Ripa system (54) with the bottom topography that consists of two Gaussian shaped humps (see Fig. 15):

\[
B(x, y) = \begin{cases} 
0.5 \exp(-100((x + 0.5)^2 + (y + 0.5)^2)), & x < 0, \\
0.6 \exp(-100((x - 0.5)^2 + (y - 0.5)^2)), & x > 0.
\end{cases}
\quad (80)
\]

We take the initial data consisting of two “lake at rest” states of type (8) connected through the temperature jump corresponding to the “lake at rest” state of type (9):

\[
(w, u, v, \theta)^T (x, y, 0) = \begin{cases} 
(3, 0, 0, \frac{4}{\pi})^T, & x^2 + y^2 < 0.25, \\
(2, 0, 0, 3)^T, & \text{otherwise}.
\end{cases}
\quad (81)
\]

As one can see from Figs. 16 and 17, the WB-IT scheme exactly preserves the steady state, while the \(w\)- and \(\theta\)-components computed using the WB scheme are way too
Example 7: 3-D views of $w$, $\theta$ and $p$ computed by the WB (left) and WB-IT (right) schemes at time $t = 0.15$ using the uniform mesh with $\Delta x = \Delta y = 2/200$

smeared. One can also observe circular-shape pressure oscillations in the obtained WB solution.

**Example 6: small perturbation of a steady-state solution.** In this example, we use the same setting as in Example 5, but perturb the initial condition (81) inside a small annulus near the center of the computational domain. This is done by taking the following initial data:

$$(w, u, v, \theta)^T(x, y, 0) = \begin{cases} (3 + 0.1, 0, 0, \frac{4}{3})^T, & 0.01 < x^2 + y^2 < 0.09, \\ (3, 0, 0, \frac{4}{3})^T, & 0.09 < x^2 + y^2 < 0.25 \\ (2, 0, 0, 3)^T, & \text{otherwise.} \end{cases}$$

The solutions computed by both the WB and WB-IT schemes are presented in Figs. 18 and 19. As in the previous example, the $w$- and $\theta$-components of the solutions get smeared by the WB scheme, while are being sharply resolved by the WB-IT scheme. The perturbation propagation can be clearly seen from the lower graphs in Fig. 18 and especially from the contour plots in Fig. 19, where the $p$-component of the computed solutions is presented. When the WB scheme is used, the computed solution develops circular-shape pressure oscillation, which interact with the perturbation. This interaction leads to the appearance of parasitic waves, which can be seen on the bottom
Fig. 23  Example 7: contour plots of \( w, \theta \) and \( p \) computed by the WB (left) and WB-IT (right) schemes at time \( t = 0.15 \) using the uniform mesh with \( \Delta x = \Delta y = 2/200 \)

left graphs in Figs. 18 and 19. On the other hand, the WB-IT scheme captures the perturbation much more accurately.

**Example 7: radial dam break over the flat bottom.** In the final example, we compare the two schemes on a circular dam-break problem with a flat bottom \((B \equiv 0)\). Equation (2) is numerically solved subject to the following initial condition:

\[
(w, u, v, \theta)^T (x, y, 0) = \begin{cases} 
(2, 0, 0, 1)^T, & x^2 + y^2 < 0.25, \\
(1, 0, 0, 1.5)^T, & \text{otherwise}.
\end{cases}
\]

When the dam is removed, a shock wave travels radially outwards, and a rarefaction wave moves inward with a contact wave remaining between them. The solutions computed by both the WB and WB-IT schemes using the uniform mesh with \( \Delta x = \Delta y = 2/100 \), are shown in Figs. 20 and 21. One can clearly see that the WB solution
is overly smeared both at the center of the computational domain and especially in the contact region. On the other hand, the WB-IT scheme sharply resolves the contact surface, but generates small oscillations in the contact area, which can be seen in the contour plots presented in Fig. 21. To further compare the WB and WB-IT schemes, we refine the mesh to $\Delta x = \Delta y = 2/200$. The obtained results are shown in Figs. 22 and 23, where one can clearly see that the WB-IT scheme outperforms the WB one.
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