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Instructors often incorporate self- and peer evaluations when they use teamwork in their classes, which is common in management education. However, the process is often time consuming and frequently does not match well with guidance provided by the literature. We describe the development of a web-based instrument that efficiently collects and analyzes self- and peer-evaluation data. The instrument uses a behaviorally anchored rating scale to measure team-member contributions in five areas based on the team effectiveness literature. Three studies provide evidence for the validity of the new instrument. Implications for management education and areas for future research are discussed.
Peer evaluations are widely used in management education, where teamwork is frequently required, even though it often creates challenges for students and faculty. Teams often have problems, such as team members who work independently rather than collaboratively, poor communication, conflict, differences in team-memers' skills, motivation, and goal levels, and free riding or social loafing (Bacon, Stewart, & Silver, 1999; Burdett, 2003; Felder & Brent, 2007; McCorkle, Reardon, Alexander, Kling, Harris, & Iyer, 1999; Verzat, Byrne, & Foyolle, 2009). Students become dissatisfied when they perceive that members of their team do not contribute sufficiently to the team project, forcing them to work harder or get a lower grade than they want (Burdett & Hastie, 2009; Jassawalla, Sashittal, & Malshe, 2009; Oakley, Felder, Brent, & Elhajj, 2004). Instructors often use peer evaluations to deter or remediate these problems, especially free riding, and to assign grades fairly based upon students' contributions (Chen & Lou, 2004; Felder & Brent, 2007; Fellenz, 2006; Kaufman, Felder, & Fuller, 2000; Michaelisen, Knight, & Fink, 2004).

Peer evaluations and self-evaluations can also be used to develop students' team skills. They teach students about teamwork and what is expected of team members; encourage students to reflect on team processes, their own team contributions, and their teammates' contributions; and provide students with developmental feedback (Dominick, Reilly, & McGourty, 1997; Gueldenzoph & May, 2002; Mayo, Kakarika, Pastor, & Brutus, this issue). For these reasons, using peer evaluations appropriately can help students learn to be more effective team members (Brutus & Donia, 2010; Oakley, Felder, Brent, & Elhajj, 2004).

Although research supports using peer evaluations and they are widely used by faculty, there is no consensus about what instrument should be used. A more consistently used system for self- and peer evaluation could reduce the time required for instructors to implement an effective system and allow students to benefit from using a common system across courses.

In the work reported here, we describe the development and testing of a behaviorally anchored rating scale for self- and peer evaluation that is reasonably brief and based upon the research about team-member behaviors that are necessary for effective teamwork. It measures the same categories as the “Comprehensive Assessment of Team Member Effectiveness (CATME)” Likert-style instrument, shown in Appendix B, developed by Loughry, Ohland, and Moore (2007). Our goal is to create a practical tool for self- and peer evaluation that makes it easier for faculty members to effectively manage the teamwork experiences of their students. The instrument, shown in Appendix B, describes team-member behaviors that are characteristic of high, medium, and low performance in each of five categories. The system uses a web-based interface to confidentially collect self- and peer-evaluation data and includes tools for using those data to provide student feedback, adjust grades, and quickly identify rating patterns that warrant the instructor's attention. Three studies provide support for the instrument.

Literature Review

Teams are often used in management education to achieve a number of pedagogical goals and make students more active participants in their education than in traditional coursework (Kolb & Kolb, 2005; Loyd, Kern, & Thompson, 2005; Raelin, 2006; Zantow, Knowlton, & Sharp, 2005). Instructors also use team-based learning methods to develop the interpersonal and teamwork skills that are often lacking in students, yet top the list of skills that recruiters of business students desire (Alsop, 2002; Boni, Weingart, & Evenson, 2009; Calloway School, 2004; The Wall Street Journal/Harris Interactive Survey, 2002; Verzat et al., 2009).

Using self- and peer evaluations is one way instructors can attempt to manage teamwork in their classes to create better teamwork experiences for their students (Gueldenzoph & May, 2002; Hansen, 2006). Students, as members of a team, are better able to observe and evaluate members' contributions than are instructors, who are outsiders to the team (Millis & Cottell, 1998). Instructors use peer evaluations to increase students' accountability to their teammates, motivate students to expend effort at teamwork, reduce free riding, and increase the degree to which students' grades reflect their contributions (Millis & Cottell, 1998). Having teammates who free-ride is a major cause of student dissatisfaction with teamwork (Oakley, Felder, & Brent, 2004; Pfaff & Huddleston, 2003). Instructors often base a portion of students' grades on their peer-evaluation scores or use these scores to adjust students' team grades to reflect their team contributions (Fellenz, 2006). The use of peer eval-
evaluations among business students is associated with less social loafing, greater satisfaction with team members’ contributions, higher perceived grade fairness, and more positive attitudes toward teamwork (Aggarwal & O’Brien, 2008; Chapman & van Auken, 2001; Erez, LePine, & Elms, 2002; Pfaff & Huddleston, 2003). Self-appraisals are often used with peer evaluations because ratees want to have input in their evaluations and because the information they provide can facilitate a discussion about their performance (Inderrieden, Allen, & Keaveny, 2004).

In addition to motivating students to contribute to their teams, using self- and peer evaluations shows students what is expected of them and how their team contributions will be evaluated (Sheppard, Chen, Schaeffer, Steinbeck, Neumann, & Ko, 2004). Self- and peer evaluations may also be used to provide feedback to improve students’ teamwork skills and develop reflective skills and self-management skills that enable students to become lifelong learners (Chen, Donahue, & Klimoski, 2004; Dochy, Segers, & Sluijsmans, 1999; Felder & Brent, 2007; Young & Henquinet, 2000).

Because self- and peer evaluations are often used in work organizations, completing them as part of college classes prepares students for the workplace (Druskat & Wolff, 1999). Self- and peer ratings are used in 360-degree performance appraisal systems and assessment center selection techniques, in addition to executive education and traditional educational settings (Hooijberg & Lane, 2009; London, Smither, & Adsit, 1997; Saavedra & Kwun, 1993; Shore, Shore, & Thornton, 1992). Several meta-analytic studies have found that peer ratings are positively correlated with other rating sources and have good predictive validity for various performance criteria (Conway & Huffcutt, 1997; Harris & Schaubroeck, 1988; Schmitt, Gooding, Noe, & Kirsch, 1994; Viswesvaran, Ones, & Schmidt, 1996; Viswesvaran, Schmidt, & Ones, 2005). Our research adds to the body of education literature supporting the use of peer ratings as a valid part of the evaluation process.

In spite of their benefits, a number of problems are associated with self- and peer ratings. Self-appraisals are vulnerable to leniency errors (Inderrieden et al., 2004). Furthermore, people who are unskilled in an area are often unable to recognize deficiencies in their own skills or performance (Kruger & Dunning, 1999); therefore, people with poor teamwork skills tend to overestimate their abilities and contributions to the team and are less able to accurately appraise their teammates’ team skills (Jassawalla et al., 2009). Research shows that many raters, particularly average and below-average performers, do not differentiate in their ratings of team members when it is warranted, sometimes because they worry that providing accurate ratings would damage social relations in the team (Saavedra & Kwun, 1993). Raters also tend to use a social comparison framework and rate members relative to one another rather than using objective, independent criteria (Saavedra & Kwun, 1993). Performing self- and peer ratings can also be stressful for some students (Pope, 2005). Even when students have favorable attitudes toward group work and the use of peer evaluations, they may worry that they lack enough training to rate their peers and that peer ratings may be biased (Walker, 2001).

**Peer-Evaluation Systems**

Having a well-designed peer-evaluation instrument is useful so that the peer-evaluation system can teach students which teamwork behaviors are important and how to evaluate team-member contributions (Young & Henquinet, 2000). Furthermore, if the peer-evaluation instrument is well-designed, any feedback that students receive from it is likely to have more value for student learning. Various peer- and self-evaluation instruments and approaches have been described in the management education literature and in the pedagogical literature from other disciplines, yet none has gained widespread acceptance.

Some systems ask students to divide a certain number of points among team members (sometimes with restrictions, such as forbidding students from distributing the points equally; e.g., Erez et al., 2002; Michelsen et al., 2004; Saavedra & Kwun, 1993). Point distribution systems are common because they are simple and yield a score that can be used for grading; however, point distributions do not give students information about what teamwork behaviors are important, and so they do not teach team skills or provide specific feedback for improvement. Peer rankings or peer nominations can also be used, although they are uncommon in business education. Any method that forces students to differentiate ratings or rankings of team members can be criticized as threatening team cohesiveness or risking team members’ colluding so that no team member gets a better score (Baker, 2008).

Some instructors allow students to create their own criteria by which they will evaluate one another, so that students will feel more ownership of the evaluation criteria and hopefully work harder to meet the standards that they developed for themselves (Thomas, Martin, & Pleasants, 2011).
Other instructors develop evaluation instruments that relate closely to the particular group assignments in their classes.

Evaluation systems that use rating scales have been developed for more general use (see Baker, 2008, for a review). Examples include an 87-item scale (Rosenstein & Dickinson, 1996); a 7-factor, 52-item measure (Harris & Barnes-Farrell, 1997); a 4-factor (communication, decision making, collaboration, self-management), 50-item measure (McGourty & De Meuse, 2001); a 14-factor, 46-item measure based on Stevens and Campion’s (1999, 1994) selection research (Taggar & Brown, 2001); and a 35-item scale measuring competence (but not quality of work contributed), task and maintenance orientation, domineering behavior, dependability (attending meetings), and free-riding behavior (Paswan & Gollakota, 2004).

Some evaluation systems require combinations of point distributions, rating scales, or open comments (e.g., Brooks & Ammons, 2003; Brutus & Donia, 2010; Davis et al., 2010; Fellenz, 2006; Gatfield, 1999; Willcoxson, 2006). Drawbacks of these systems are their length and complexity and the amount of time required for students and faculty to use them. For example, the Van Duzer and Martin (2000) instrument asks for Likert-scale responses on three items about the team as a whole, self- and peer ratings on 11 items for all team members, plus written open-ended comments, and asks students to label each team-member’s role on the team, nominate the member who provided the most leadership on the team, describe what they learned about teamwork, and distribute a fixed number of points among team members.

**CATME Likert-Scale Instrument**

To meet the need for a research-based peer-evaluation instrument for use in college classes, Loughry et al. (2007) developed the CATME. The researchers searched the teamwork literature to identify the ways by which team members can help their teams to be effective. Based upon the literature, they created a large pool of potential items to evaluate for their peer-evaluation instrument. They then tested these items using two large surveys of college students. They used both exploratory and confirmatory factor analysis to select the items to retain for the final instrument and group them into factors that reflect college students’ perceptions of team-member contributions.

The researchers found 29 specific types of team-member contributions that clustered into five broad categories (Contributing to the Team’s Work, Interacting with Teammates, Keeping the Team on Track, Expecting Quality, and Having Relevant Knowledge, Skills, and Abilities). The full (87-item) version of the instrument uses three items to measure each of the 29 types of team-member contributions with high internal consistency. The short (33-item) version uses a subset of the items to measure the five broad categories (these items are shown in Appendix A). Raters rate each teammate on each item using Likert scales (strongly disagree–strongly agree).

The CATME instrument reflects one research-based model of team-member contributions. There are other respected models of teamwork, many of which have considerable conceptual overlap with CATME, yet have different foci and different categories. One model that is highly influential is Salas, Sims, and Burke’s (2005) “big five in teamwork.” It has a high degree of overlap with CATME; however, it applies to highly interdependent work teams in which shared mental models, closed-loop communication, and mutual trust exist. The “big five” model, therefore, assumes that team members will have the skills and motivation to contribute effectively to the team, yet these are frequently key deficiencies in student teams.

Although the CATME instrument is solidly rooted in the literature on team effectiveness and was created for use with college students, many instructors who wish to use peer evaluations may need a more pragmatic, easier to administer instrument. Even the short version of the CATME requires that students read 33 items and make judgments about each item for each of their teammates. If there are 4-person teams and the instructor requires a self-evaluation, each student must make 132 independent ratings to complete the evaluation. To consider all of these decisions carefully may require more effort than students are willing to put forth and may generate more data than instructors have time to review carefully. Although the Loughry et al. (2007) paper has been cited in other research about peer evaluation of teamwork in high school, college, and the workplace (e.g., Hughes & Jones, 2011; Wang, MacCann, Zhuang, Liu, & Roberts, 2009; Davis et al., 2010; Zhang & Ohland, 2009; Zhu, Chen, & Lu, 2010), the full instrument has not been used in other published research, and there is no evidence that it is widely used by college faculty. The number of ratings required may be a key reason why the CATME instrument, like other instruments cited earlier, has not been widely adopted.

Another concern about the CATME instrument is that students using the Likert-scale format to make their evaluations may have different perceptions about which rating a teammate deserves. This is
because the response choices (strongly disagree—strongly agree) do not describe the behaviors that are associated with the various rating levels.

Behaviorally Anchored Ratings Scale Instrument

Although the CATME Likert-type instrument has a number of strengths, there are benefits of developing a behaviorally anchored rating scale (BARS) instrument that measures the five categories of team-member contributions identified by the CATME research. In a 4-person team, this would reduce the number of rating decisions from 132 decisions per rater with the short form of the CATME instrument to 20 with a BARS instrument. Furthermore, by providing descriptions of the behaviors that a team member would display to warrant a particular rating, a BARS instrument could teach students what constitutes good performance and poor performance, building students’ knowledge about teamwork. If the students, in an attempt to earn a good score on the evaluation, try to display more team-member behaviors associated with high ratings and refrain from behaviors at the low end of the scales, using the BARS instrument could result in students contributing more effectively to their teams.

Behaviorally anchored rating scales provide a way to measure how an individual’s behavior in various performance categories contributes to achieving the goals of the team or organization of which the individual is a member (Campbell, Dunnette, Arvey, & Hellervik, 1973). The procedure for creating BARS instruments was developed in the early 1960s and became more popular in the 1970s (Smith & Kendall, 1963). Subject-matter experts (SMEs), who fully understand the job for which the instrument is being developed, provide input for its creation. SMEs provide specific examples of actual performance behaviors, called “critical incidents,” and classify whether the examples represent high, medium, or low performance in the category in question. The scales provide descriptions of specific behaviors that people at various levels of performance would typically display.

Research on the psychometric advantages of BARS scales has been mixed (MacDonald & Sulsky, 2009); however, research suggests that BARS scales have a number of advantages over Likert ratings scales, such as greater interrater reliability and less leniency error (Campbell et al., 1973; Ohland, Layton, Loughry, & Yuhasz, 2005). In addition, instruments with descriptive anchors may generate more positive rater and ratee reactions, have more face validity, and offer advantages for raters from collectivist cultures (MacDonald & Sulsky, 2009). Developing behavioral anchors also facilitates frame-of-reference training, which has been shown to be the best approach to rater training (Woehr & Huffcutt, 1994). In addition, providing training with the BARS scale prior to using it to evaluate performance may make the rating process easier and more comfortable for raters and ratees (MacDonald & Sulsky, 2009).

DEVELOPMENT OF THE CATME-B INSTRUMENT

A cross-disciplinary team of nine university faculty members with expertise in management, education, education assessment, and engineering education collaborated to develop a BARS version of the CATME instrument, which we will refer to as “CATME-B.” We used the “critical incident methodology" described in Hedge, Bruskiewicz, Logan, Hanson, and Buck (1999) to develop behavioral anchors for the five broad categories of team-member contributions measured by the original CATME instrument. This method is useful for developing behavioral descriptions to anchor a rating scale and requires the identification of examples of a wide range of behaviors from poor to excellent (rather than focusing only on extreme cases). Critical incidents include observable behaviors related to what is being assessed, context, and the result of the behavior, and must be drawn from the experience of subject-matter experts, who also categorize and translate the list of critical incidents. All members of the research team can be considered as subject-matter experts on team learning and team-member contributions. All have published research relating to student learning teams and all have used student teams in their classrooms. Collectively, they have approximately 90 years of teaching experience.

We began by working individually to generate examples of behaviors that we have observed or have heard described by members of teams. These examples came from our students’ teams, other teams that we have encountered in our research and experience, and teams (such as faculty committees) of which we have been members. We noted which of the five categories of team contributions we thought that the observation represented. We exchanged our lists of examples and then tried to generate more examples after seeing each other’s ideas.

We then held several rounds of discussions to review our examples and arrive at a consensus about which behaviors described in the critical incidents best represented each of the five categories in the CATME Likert instrument. We came to an agreement that we wanted 5-point response
scales with anchors for high, medium and low team-member performance in each category. We felt that having more than five possible ratings per category would force raters to make fine-grained distinctions in their ratings that would increase the cognitive effort required to perform the ratings conscientiously. This would have been in conflict with our goal of creating an instrument that was easier and less time consuming to use than the original CATME.

We also agreed that the instrument’s medium level of performance (3 on the 5-point scale) should describe satisfactory team-member performance; therefore, the behaviors that anchored the “3” rating would describe typical or average team-member contributions. The behavioral descriptions that would anchor the “5” rating would describe excellent team contributions, or things that might be considered as going well above the requirements of being a fully satisfactory team member. The “1” anchors would describe behaviors that are commonly displayed by poor or unsatisfactory team members and, therefore, are frequently heard complaints about team members. The “2” and “4” ratings do not have behavioral anchors, but provide an option for students to assign a rating between the levels described by the anchors.

Having agreed on the types of behaviors that belonged in each of the five categories and on our goal to describe outstanding, satisfactory, and poor performance in each, we then worked to reach consensus about the descriptions that we would use to anchor each category. We first made long lists of descriptive statements that everyone agreed represented fairly the level of performance for the category. Then we developed more precise wording for the descriptions and prioritized the descriptions to determine which behaviors were most typical of excellent, satisfactory, and poor performance in each category.

We engaged in considerable discussion about how detailed the descriptions for each anchor should be. Longer, more-detailed descriptions that listed more aspects of behavior would make it easier for raters using the instrument to recognize that the ratee’s performance was described by the particular anchor. Thus, raters could be more confident that they were rating accurately; however, longer descriptions require more time to read and, thus, are at odds with our goal of designing an instrument that is simple and quick to complete. Our students have often told us that the longer an instrument is, the less likely they are to read it and conscientiously answer each question. We, therefore, decided to create an instrument that could fit on one page. We agreed that three bulleted lines of description would be appropriate for each level of behavior. The instrument we developed after many rounds of exchanging drafts among the team members and gathering feedback from students and colleagues is shown in Appendix B.

**PILOT TESTING AND DEVELOPMENT OF WEB INTERFACE**

We pilot tested the CATME-B instrument in several settings to improve the instrument and our understanding of the factors important for a smooth administration. Our final pilot test was in a junior-level (3rd year) introduction to management course at a large university in South Carolina in spring 2005. This course had 30 sections taught by five graduate assistants. Because the BARS format is less familiar to students than is the Likert format, we explained how to use the BARS scale, which took about 10 minutes. It then took about 10 minutes for students in 3- to 4-member teams to conscientiously complete the self- and peer evaluations. To lessen peer pressure, students were seated away from their teammates.

After our pilot testing, we decided it would be beneficial to develop a web-based administration of the instrument. A web administration provides confidentiality for the students, causes only one factor to be displayed on the screen at a time (reinforcing the independence of the factors), makes it easier for instructors to gather the self- and peer-evaluation data, eliminates the need for instructors to type the data into a spreadsheet, and makes it easier for instructors to interpret the results. After extensive testing to ensure that the web interface worked properly, we conducted three studies of the web-based instrument.

**STUDY 1: EXAMINING THE PSYCHOMETRIC PROPERTIES OF CATME-B**

The primary goal of Study 1 was to evaluate the psychometric characteristics of the web-based CATME-B instrument relative to the paper-based CATME instrument. We, therefore, administered both measures to a sample of undergraduate students engaged in team-based course-related activity. We then used an application of generalizability (G) theory (Brennan, 1994; Shavelson & Webb, 1991) to evaluate consistency and agreement for each of the two rating forms. G theory is a statistical theory developed by Cronbach, Glesser, Nanda, and Rajaratnam (1972) about the consistency of behavioral measures. It uses the logic of analysis of variance (ANOVA) to differentiate mul-
tiple systemic sources of variance (as well as random measurement error) in a set of scores. In addition, it allows for the calculation of a summary coefficient (i.e., a generalizability coefficient) that reflects the dependability of measurement. This generalizability coefficient is analogous to the reliability coefficient in classical test theory. A second summary coefficient (i.e., dependability coefficient) provides a measure of absolute agreement across various facets of measurement. In essence, generalizability (as reflected in these indices) provides a direct assessment of measurement invariance across multiple facets of measurement. As such, G theory may be used to establish measurement equivalence (e.g., Sharma & Weathers, 2003). Thus, G theory provides the most appropriate approach for examining the psychometric characteristics of the CATME instruments as well as the degree of equivalence across the two measures.

In this study, each participant rated each of his or her teammates using each of the two CATME instruments (at two different times). Three potential sources of variance in ratings were examined: person effects, rater effects, and scale effects. In the G theory framework, person effects represent “true scores,” while rater and scale effects represent potential sources of systematic measurement error. In addition to these main effects, variance estimates were also obtained for Person × Rater, Person × Scale, and Scale × Rater 2-way interactions, and the 3-way Person × Scale × Rater Interaction (it is important to note that in G theory, the highest level interaction is confounded with random measurement error). All interaction terms are potential sources of measurement error. This analysis allowed for a direct examination of the impact of rating scale as well as a comparison of the measurement characteristics of each scale.

Method

Participants and Procedure

Participants were 86 students in two sections of a sophomore-level (2nd year) course (each taught by a different instructor) at a large university in North Carolina in fall of 2005. Participants were assigned to one of 17 teams, consisting of 4–5 team members each. The teams were responsible for completing a series of nine group homework assignments worth 20% of students' final grades.

Participants were randomly assigned to one of two measurement protocols. Participants in protocol A (n = 48) completed the CATME-B instrument at Time 1 (about 4 weeks after the teams were formed) and the CATME instrument at Time 2 (approximately 6 weeks later during the last week of class). Participants were told that they would be using two different survey formats for the midterm and end-of-semester surveys to help determine which format was more effective. Participants in protocol B (n = 38) completed the CATME instrument at Time 1 and the CATME-B at Time 2.

All participants rated each of their teammates at both measurement occasions; however, 13 participants did not turn in ratings for their teammates. Thus, ratings were obtained from 73 raters, resulting in a response rate of 85% (56 participants received ratings from 4 team members, 16 participants received ratings from 3 team members, and 1 participant received ratings from only 1 team member). Therefore, the total dataset consisted of a set of 273 ratings (\((56 \times 4) + (16 \times 3) + 1\)). This set of ratings served as input into the G theory analyses.

Measures

All participants completed both the CATME and web-based CATME-B. Ratings on the Likert-type scale were made on a 5-point scale (i.e., 1 = Strongly Disagree, 5 = Strongly Agree). Likert dimension scales were scored as the mean item response across items corresponding to the dimension.

Results

Descriptive statistics for each dimension on each scale are provided in Table 1. Reliabilities (Cronbach's alpha) for each Likert dimension are also provided in Table 1. This index of reliability could not be calculated for the CATME-B instrument because each team member was only rated on one item per dimension, per rater; however, G theory analysis does provide a form of reliability (discussed in more detail later) that can be calculated for both the Likert-type and BARS scales. Correlations among the BARS dimensions and Likert-type dimensions are provided in Table 2. Cross-scale, within-dimension correlations were modest (i.e., .41–.59), with the exception of those for the dimensions of Interacting with Teammates (0.74) and Keeping the Team on Track (0.74), which were adequate. It is important, however, to note that the two scales were administered at two different times (separated by 6 weeks) and, thus, the ratings likely represent different samples of behavior (i.e., performance may have changed over time). Also of interest from the correlation matrix is the fact that correlations between the dimensions for the BARS scale are lower than correlations be-
between dimensions for the Likert scale. This may indicate that the BARS scale offers better discrimination between dimensions than the Likert scale.

G theory analyses were conducted using the MIVQUE0 method by way of the SAS VARCOMP procedure. This method makes no assumptions regarding the normality of the data, can be used to analyze unbalanced designs, and is efficient (Brennan, 2000). Results of the G theory analysis are provided in Table 3. These results support the convergence of the BARS and Likert-type scales. Specifically, the type of scale used explained relatively little variance in responses (e.g., 0% for Interacting with Teammates and Keeping the Team on Track, and 5, 10, and 18% for Having Relevant Knowledge, Skills and Abilities (KSAs), Contributing to the Team’s Work, and Expecting Quality, respectively). Also, ratee effects explained a reasonable proportion of the variance in responses (e.g., 31% for Contributing to the team’s work). Generalizability coefficients calculated for each dimension were adequate (Table 3). Note that Table 3 presents two coefficients: \( \rho \) (rho), which is also called the generalizability coefficient (the ratio of universe score variance to itself plus relative error variance) and is analogous to a reliability coefficient in classical test theory (Brennan, 2000); and \( \varphi \) (phi), also called the dependability coefficient (the ratio of universe score variance to itself plus absolute error variance), which provides an index of absolute agreement.

It is important to note that, in this study, rating scale format is confounded with time of measurement. Thus, the variance associated with scale (i.e., the 2-way interactions as well as the main effect) may reflect true performance differences

### TABLE 2

Correlations Among CATME BARS and Likert-Type Scale Dimensions in Study 1

<table>
<thead>
<tr>
<th>Bars scale</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Contributing to the team’s work</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Interacting with teammates</td>
<td>.37</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Keeping the team on track</td>
<td>.26</td>
<td>.44</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Expecting quality</td>
<td>.35</td>
<td>.51</td>
<td>.38</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Having relevant KSAs</td>
<td>.35</td>
<td>.47</td>
<td>.50</td>
<td>.52</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likert-type scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Contributing to the team’s work</td>
<td>.59</td>
<td>.63</td>
<td>.55</td>
<td>.51</td>
<td>.65</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 Interacting with teammates</td>
<td>.40</td>
<td>.74</td>
<td>.66</td>
<td>.54</td>
<td>.58</td>
<td>.71</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Keeping the team on track</td>
<td>.47</td>
<td>.66</td>
<td>.74</td>
<td>.71</td>
<td>.78</td>
<td>.80</td>
<td>.81</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 Expecting quality</td>
<td>.43</td>
<td>.50</td>
<td>.52</td>
<td>.41</td>
<td>.50</td>
<td>.68</td>
<td>.63</td>
<td>.65</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>10 Having relevant KSAs</td>
<td>.73</td>
<td>.48</td>
<td>.38</td>
<td>.44</td>
<td>.45</td>
<td>.73</td>
<td>.57</td>
<td>.64</td>
<td>.59</td>
<td>—</td>
</tr>
</tbody>
</table>

Notes. \( N = 260-273. \)

Same dimension cross-scale correlations are in bold.

All correlations are significant \( (p < .01) \).
### TABLE 3
Variance Estimates and Generalizability Coefficients for Each CATME Dimension in Study 1

<table>
<thead>
<tr>
<th>Component</th>
<th>Contributing to the team’s work</th>
<th>Interacting with teammates</th>
<th>Keeping the team on track</th>
<th>Expecting quality</th>
<th>Having relevant KSAs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>%</td>
<td>Estimate</td>
<td>%</td>
<td>Estimate</td>
</tr>
<tr>
<td>Ratee</td>
<td>.12</td>
<td>31.45</td>
<td>.09</td>
<td>20.51</td>
<td>.07</td>
</tr>
<tr>
<td>Rater</td>
<td>.04</td>
<td>11.02</td>
<td>.14</td>
<td>33.10</td>
<td>.19</td>
</tr>
<tr>
<td>Scale</td>
<td>.04</td>
<td>9.55</td>
<td>.00</td>
<td>0.00</td>
<td>.00</td>
</tr>
<tr>
<td>Ratee × Rater</td>
<td>.04</td>
<td>10.49</td>
<td>.05</td>
<td>14.92</td>
<td>.07</td>
</tr>
<tr>
<td>Ratee × Scale</td>
<td>.02</td>
<td>6.18</td>
<td>.03</td>
<td>7.69</td>
<td>.02</td>
</tr>
<tr>
<td>Rater × Scale</td>
<td>.05</td>
<td>13.44</td>
<td>.04</td>
<td>9.32</td>
<td>.05</td>
</tr>
<tr>
<td>Error</td>
<td>.07</td>
<td>17.47</td>
<td>.06</td>
<td>14.45</td>
<td>.07</td>
</tr>
<tr>
<td>Total variance</td>
<td>.37</td>
<td>.43</td>
<td>.47</td>
<td>.75</td>
<td>.49</td>
</tr>
<tr>
<td>ρ (rho)</td>
<td>.85</td>
<td>.76</td>
<td>.59</td>
<td>.31</td>
<td>.58</td>
</tr>
<tr>
<td>φ (phi)</td>
<td>.71</td>
<td>.64</td>
<td>.59</td>
<td>.31</td>
<td>.58</td>
</tr>
</tbody>
</table>

Notes. Scale = BARS vs. Likert-type.

(i.e., differences between the two measurement occasions). As a result, the previous analyses may underestimate the consistency of measurement associated with the CATME. Consequently, we conducted a second set of G theory analyses in which we analyzed the data separately for each scale. The results from the second G theory analysis are presented in Table 4. These results were fairly consistent with the variance estimates provided by the first set of analyses. Generalizability coefficients (similar to estimates of reliability) calculated for each dimension on each scale are also provided in Table 4. These estimates indicate similar characteristics for both rating scale formats.

### Discussion of Study 1

The primary goal of Study 1 was to examine the psychometric characteristics of the CATME-B relative to that of the previously developed CATME instrument. Results indicate that both scales provide relatively consistent measures of the teamwork dimensions assessed.

The results of Study 1 do not, however, address the extent to which the rating scale correlates with

### TABLE 4
Variance Estimates and Generalizability Coefficients by Scale Type for Each CATME Dimension in Study 1

<table>
<thead>
<tr>
<th>Component variance</th>
<th>Contributing to the team’s work</th>
<th>Interacting with teammates</th>
<th>Keeping the team on track</th>
<th>Expecting quality</th>
<th>Having relevant KSAs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>%</td>
<td>Estimate</td>
<td>%</td>
<td>Estimate</td>
</tr>
<tr>
<td>BARS scale Ratee</td>
<td>.14</td>
<td>36.86</td>
<td>.17</td>
<td>29.31</td>
<td>.08</td>
</tr>
<tr>
<td>Rater</td>
<td>.11</td>
<td>30.69</td>
<td>.20</td>
<td>35.00</td>
<td>.21</td>
</tr>
<tr>
<td>Ratee × Rater</td>
<td>.12</td>
<td>32.25</td>
<td>.31</td>
<td>35.89</td>
<td>.22</td>
</tr>
<tr>
<td>Total variance</td>
<td>.37</td>
<td>.58</td>
<td>.61</td>
<td>.57</td>
<td>.50</td>
</tr>
<tr>
<td>ρ (rho)</td>
<td>.90</td>
<td>.87</td>
<td>.74</td>
<td>.70</td>
<td>.70</td>
</tr>
<tr>
<td>φ (phi)</td>
<td>.82</td>
<td>.77</td>
<td>.54</td>
<td>.44</td>
<td>.48</td>
</tr>
<tr>
<td>Likert-type scale Ratee</td>
<td>.15</td>
<td>47.60</td>
<td>.06</td>
<td>20.43</td>
<td>.09</td>
</tr>
<tr>
<td>Rater</td>
<td>.08</td>
<td>25.88</td>
<td>.17</td>
<td>60.57</td>
<td>.17</td>
</tr>
<tr>
<td>Ratee × Rater</td>
<td>.08</td>
<td>26.52</td>
<td>.05</td>
<td>19.00</td>
<td>.08</td>
</tr>
<tr>
<td>Total variance</td>
<td>.31</td>
<td>.28</td>
<td>.34</td>
<td>.24</td>
<td>.28</td>
</tr>
<tr>
<td>ρ (rho)</td>
<td>.93</td>
<td>.90</td>
<td>.91</td>
<td>.70</td>
<td>.91</td>
</tr>
<tr>
<td>φ (phi)</td>
<td>.88</td>
<td>.67</td>
<td>.74</td>
<td>.49</td>
<td>.83</td>
</tr>
</tbody>
</table>
external variables of interest. Therefore, we conducted a second study.

STUDY 2: EXAMINING THE VALIDITY OF THE CATME-B MEASURE

The objective of Study 2 was to examine the extent to which the CATME-B ratings were related to course grades and the peer-evaluation scale created by Van Duzer and McMartin (2000). We chose this instrument as a comparison because it was well designed and a group of scholars at several prominent universities (Arizona State, University of Massachusetts, Dartmouth, University of Alabama, Rose-Hulman Institute of Technology, University of Wisconsin, and Texas A&M) were advocating for more consistency in the assessment of team skills and felt that the Van Duzer and McMartin instrument was suitable. These were scholars in the engineering education community who were trying to find a solution for accreditation requirements that programs demonstrate that students can work effectively in teams (ABET, 2000). The Van Duzer and McMartin instrument has been cited in a number of published studies, but none used the instrument in the research.

In this study, we expect a high degree of convergence between the two peer-evaluation measures, both in terms of overall ratings and individual items. In addition, it is important to note that the Van Duzer and McMartin (2000) instrument was developed as a general measure of "teamwork skills" and is scored as a single overall scale; whereas, the CATME-B specifies five different dimensions of teamwork. Thus, it is difficult to posit specific hypotheses with respect to the individual items comprising the Van Duzer and McMartin instrument. Nonetheless, we expect: (a) significant correlations between the majority of Van Duzer and McMartin items and the CATME-B dimensions, and (b) a differential pattern of relationships across the five CATME-B dimensions.

We further expect that both measures will be significantly related to final course grades in courses requiring team activity. The reason is that individuals' performance on teamwork and overall performance tend to be correlated because general mental ability, conscientiousness, and interpersonal skills facilitate both types of work (Neuman & Wright, 1999; Offerman, Bailey, Vasilopoulos, Seal, & Sass, 2004; Stevens & Campion, 1999). In addition, course grades are influenced by team performance in courses requiring teamwork, and so, if the peer-evaluation measures more effective team contributions, the teams should perform better and earn higher grades on the teamwork portion of the grade. Furthermore, one dimension of the CATME-B scale measures whether team members have the knowledge, skills, and abilities (KSAs) to contribute to the team, which should be similar to the KSAs needed to do well in the course.

Method

Participants and Procedure

Participants in this study were 104 students enrolled in four discussion sections of a freshman-level (1st year) course at a large university in Michigan during the fall 2005 semester. We chose this course because 40% of each student's grade was based on team-based projects. All participants were assigned to 5-member teams based upon a number of criteria, including grouping students who lived near one another and matching team-member schedules. Six students were excluded from the final data analysis due to missing data; thus, the effective sample size was 98, which resulted in a response rate of 94%.

As part of their coursework, students worked on a series of team projects over the course of the semester. All participants were required to provide peer-evaluation ratings of each of their teammates at four times, which occurred during Weeks 5, 8, 11, and 13 of the semester. Teams were randomly assigned to one of two groups, which determined the order in which they received the instruments. All participants completed two administrations of the CATME-B (CATME-B 1 and CATME-B 2) and two administrations of the Van Duzer and McMartin instrument (VM 1 and VM 2). Group A participants used the Van Duzer and McMartin measure to provide ratings at Times 1 and 3 and the CATME-B measure at Times 2 and 4. Group B participants used the CATME-B measure to provide ratings at Times 1 and 3 and the Van Duzer and McMartin measure at Times 2 and 4. When all scores on a particular measure are aggregated, the sample includes data collected at all four time points and data from both groups of participants. This approach controls for group differences, changes in the measured characteristics with time, and order effects, such as novelty.

Measures

CATME-B. Participants used the web-based CATME-B measure to provide two sets of peer evaluations. As in Study 1, there was a high degree of intercorrelation among the five CATME performance dimensions (mean r = .76). Consequently, we formed a composite index representing an
overall rating as the mean rating across the five dimensions (coefficient $\alpha = .94$). In addition, the correlation between the CATME rating composite across the two administrations was .44. We averaged the composite measures from the two administrations to form an overall CATME rating composite for each participant.

**Van Duzer and McMartin (VM) Scale.** The peer-evaluation measure presented by Van Duzer and McMartin (2000) is comprised of 11 rating items. Respondents provided ratings on 4-point scales of agreement ($1 = \text{Disagree}, 2 = \text{Tend to Disagree}, 3 = \text{Tend to Agree}, 4 = \text{Agree}$). Examination of the interitem correlations indicated a high degree of overlap across items (mean $r = .48$). Thus, we formed a composite score as the mean rating across the 11 items. The coefficient alpha for the composite was .91. The composite scores from first and second VM administrations had a correlation of .55. We averaged the composite measures from the two administrations to form an overall VM rating composite for each participant.

**Course Grades.** Final course grades were based upon a total of 16 requirements. Each requirement was differentially weighted such that the total number of points obtainable was 1,000. Of the total points, up to 50 points were assigned on the basis of class participation, which was directly influenced by the peer evaluations. Thus, we excluded the participation points from the final course score, resulting in a maximum possible score of 950.

**Results**

Descriptive statistics and intercorrelations for all study variables are presented in Table 5. It is interesting to note that, for both the CATME-B and VM, ratings decreased between the first and second administration. We next examined the correlation of each of the two overall rating composites with final course grades. As expected, both the CATME-B and VM measures were significantly related to final course grades ($r = .51$ for the CATME-B; $r = .60$ for the VM). It is also interesting that the correlation between the composite peer ratings and the final course score increases as the semester progresses. The peer rating correlates with final course score .27 at administration 1 with the CATME-B; .38 at administration 1 with the VM scale; .54 at administration 2 with the CATME-B; and .61 at administration 2 with the VM scale. In addition, the overall mean ratings decrease over administrations, while rating variability increases.

The results indicate a high level of convergence between the CATME-B and VM composites ($r = .64$, $p < .01$). In addition, the five components that make up the CATME ratings demonstrated differential relationships with the eleven individual VM items (with correlations ranging from $-.14$ to $.67$. $M = .30$; MDN = .30; $SD = .28$). Thus, we also examined this set of correlations for coherence. As can be seen in Table 6, the pattern of correlations was highly supportive of convergence across the two measures. Specifically, all of the VM items (with the exception of item 6) demonstrated significant correlations with one or more of the CATME items. The VM items appear to be most highly related, however, to the “Contributing to the Team’s Work” CATME dimension.

**Discussion of Study 2**

The results of Study 2 provide additional validity evidence for the CATME-B scale. As expected, the CATME-B scale demonstrates a high degree of convergence with another published peer-evaluation measure and a significant relationship with final course grades in a course requiring a high level of

---

**TABLE 5**

<table>
<thead>
<tr>
<th></th>
<th>CATME-B 1°</th>
<th>CATME-B 2°</th>
<th>CATME-B composite</th>
<th>VM 1°</th>
<th>VM 2°</th>
<th>VM composite</th>
<th>Course points</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M</strong></td>
<td>4.20</td>
<td>4.07</td>
<td>4.14</td>
<td>3.72</td>
<td>3.64</td>
<td>3.68</td>
<td>822.74</td>
</tr>
<tr>
<td><strong>SD</strong></td>
<td>.38</td>
<td>.59</td>
<td>.41</td>
<td>.19</td>
<td>.37</td>
<td>.25</td>
<td>53.55</td>
</tr>
<tr>
<td><strong>CATME-B 1°</strong></td>
<td></td>
<td></td>
<td>4.38</td>
<td>1.48</td>
<td>1.38</td>
<td>1.50</td>
<td>27</td>
</tr>
<tr>
<td><strong>CATME-B 2°</strong></td>
<td></td>
<td></td>
<td>4.44</td>
<td>1.42</td>
<td>1.42</td>
<td>1.44</td>
<td>27</td>
</tr>
<tr>
<td><strong>CATME-B composite</strong></td>
<td></td>
<td></td>
<td>.91</td>
<td>.53</td>
<td>.58</td>
<td>.63</td>
<td>.54</td>
</tr>
<tr>
<td><strong>VM 1°</strong></td>
<td>3.72</td>
<td>3.64</td>
<td></td>
<td>1.90</td>
<td>1.37</td>
<td>.64</td>
<td>.51</td>
</tr>
<tr>
<td><strong>VM 2°</strong></td>
<td>3.72</td>
<td>3.64</td>
<td></td>
<td>1.90</td>
<td>1.37</td>
<td>.64</td>
<td>.51</td>
</tr>
<tr>
<td><strong>VM composite</strong></td>
<td>3.68</td>
<td>3.64</td>
<td></td>
<td>1.42</td>
<td>1.42</td>
<td>.63</td>
<td>.54</td>
</tr>
<tr>
<td><strong>Course points</strong></td>
<td>822.74</td>
<td>822.74</td>
<td></td>
<td>53.55</td>
<td>53.55</td>
<td>53.55</td>
<td>53.55</td>
</tr>
</tbody>
</table>

Notes. N = 98.

° First administration.

° Second administration.

All correlations are significant ($p < .01$).
TABLE 6
Correlations Between VM Items and CATME-B Dimensions in Study 2

<table>
<thead>
<tr>
<th>VM items</th>
<th>CATME-B Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contributing to the team’s work</td>
</tr>
<tr>
<td>1 Failed to do an equal share of the work. (R)</td>
<td>.57**</td>
</tr>
<tr>
<td>2 Kept an open mind/was willing to consider other’s ideas.</td>
<td>.17</td>
</tr>
<tr>
<td>3 Was fully engaged in discussions during meetings.</td>
<td>.56**</td>
</tr>
<tr>
<td>4 Took a leadership role in some aspects of the project.</td>
<td>.65**</td>
</tr>
<tr>
<td>5 Helped group overcome differences to reach effective solutions.</td>
<td>.64**</td>
</tr>
<tr>
<td>6 Often tried to excessively dominate group discussions. (R)</td>
<td>-.11</td>
</tr>
<tr>
<td>7 Contributed useful ideas that helped the group succeed.</td>
<td>.66**</td>
</tr>
<tr>
<td>8 Encouraged group to complete the project on a timely basis.</td>
<td>.55**</td>
</tr>
<tr>
<td>9 Delivered work when promised/needed.</td>
<td>.55**</td>
</tr>
<tr>
<td>10 Had difficulty negotiating issues with members of the group. (R)</td>
<td>.23*</td>
</tr>
<tr>
<td>11 Communicated ideas clearly/effectively.</td>
<td>.67**</td>
</tr>
</tbody>
</table>

Note. N = 398.
(R) = reverse scored.
*p < .05. **p < .01.

...team interaction. It should also be noted the CATME-B instrument offers a more efficient measure of peer performance than does the Van Duzer and McMartin (2000) instrument. That is, the CATME-B measure requires five ratings per teammate versus eleven (a difference that is quickly compounded as the number of teammates or times of measurement increase) and offers more differentiation across multiple aspects of performance.

STUDY 3: CATME SCORES AS PREDICTORS OF TEAMMATES’ ATTITUDES

The final study examines how the peer ratings that students receive on the CATME-B instrument are related to teammates’ attitudes toward the students. We expected that scores on the CATME-B would be positively associated with the degree to which teammates like the student and would want to work with the student again. These are important outcomes of team-members’ contributions and behaviors. Student teams sometimes barely hold together to finish a one-semester project; yet in the workplace, team viability, which is the ability of teams to continue working cooperatively, is an important dimension of team effectiveness (Hackman, 1987). It is, therefore, important that students learn to cooperate in ways that create sustainable working relationships.

Research has found that liking and interpersonal attraction are related to team viability and team-member satisfaction (Barrick, Stewart, Neubert, & Mount, 1998). Workload sharing (similar to the CATME-B dimension "Contributing to the Team’s Work"), and communication and flexibility (related to the CATME-B dimensions of "Interacting with Teammates" and "Keeping the Team on Track") are highly correlated with social cohesion (meaning that team members want to stay in the group), and social cohesion is a good predictor of team viability (Barrick et al., 1998).

We, therefore, expected that there would be variation in the pattern of correlations among the five dimensions of CATME-B and students’ liking of their teammates and the degree to which they would want to work with that teammate again. For example, we thought that the correlation between students’ scores on "Interacting with Teammates" would be the strongest predictor of whether they liked the student because high scores on that dimension of CATME-B would indicate interpersonal effectiveness, which would make someone more pleasant to be around. We expected that scores on "Contributing to the Team’s Work" would be positively associated with teammates wanting to work with the student again because a peer who contributes a high quantity and quality of work increases the chances of the team getting a good grade and reduces the workload for teammates.

Method

Participants and Procedure

Participants were 570 students working in 113 teams of 3–7 people (mode = 3) in 19 sections of
junior- and senior-level (3rd and 4th year) management and marketing courses at a large university in Georgia between fall 2007 and summer 2010. Students completed the CATME-B instrument online as part of the requirements for teamwork in their classes. Students were asked follow-up questions on-line to measure the dependent variables.

Measures

Liking. We used two items from Jehn and Mannix (2001) and created a third item to measure the extent to which teammates like the student. These were (1) I like this person as an individual; (2) I consider this person to be a friend; and (3) I enjoy spending time with this person. Students answered using the scale: 1 = Strongly Disagree, 2 = Disagree, 3 = Neither Agree nor Disagree, 4 = Agree, 5 = Strongly Agree. The coefficient alpha for these items was .86.

Future. We created three items to measure the extent to which teammates would want to work with the student again in the future. These were (1) I would gladly work with this individual in the future; (2) If I were selecting members for a future work team, I would pick this person; and (3) I would avoid working with this person in the future (reverse scored). The response choices were the same as above. The coefficient alpha for these items was .92.

Results

For our analysis, we only used data for which we had at least three teammates’ ratings of an individual team member (self-ratings were not used), which resulted in a sample size of 358. We conducted an exploratory factor analysis with the six items for Future and Liking and the items loaded as expected on two separate factors. Descriptive statistics and intercorrelations for all study variables are presented in Table 7.

We then computed a mean (across teammates) rating on each of the five CATME-B dimensions for each ratee. Next, we regressed both the “Liking” composite and the “Future” composite on the set of mean ratings for the five CATME-B dimensions. Results of the regression analyses are presented in Table 8. As expected, ratings on the five CATME-B dimensions accounted for a significant proportion of variance in both the “Liking” ($R^2 = .26$) and “Future” ($R^2 = .58$) composites. Interestingly, the ratings accounted for significantly more variance in the “Future” composite than the “Liking” composite. This suggests that peers might base their intentions to work with an individual again more on the quality of work in the present group than whether they like the individual.

As expected, different dimensions of CATME-B had different relationships with the dependent variables. “Interacting with Teammates” ($\beta = .16$, $p < .05$) and “Keeping the Team on Track” ($\beta = .25$, $p < .05$) were significant predictors of teammates “Liking” the student. The results were stronger for the “Future” variable. “Contributing to the Team’s Work” ($\beta = .45$, $p < .01$) and “Interacting with Teammates” ($\beta = .25$, $p < .01$) were significant predictors of teammates wanting to work with that student again in the “Future.”

Discussion of Study 3

The results of Study 3 provide evidence for the predictive validity of the CATME-B instrument. The study showed that scores on different dimensions of the CATME-B have different relationships with teammates’ attitudes toward students in two important areas: liking the students and wanting to work with them again in the future. The finding that teammates who were rated higher on “Keeping the Team on Track” were more liked by their teammates was somewhat surprising. “Keeping the Team on Track” involves monitoring teammates and the external environment for conditions

<table>
<thead>
<tr>
<th>TABLE 7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Descriptive Statistics for and Correlations Among All Study Variables in Study 3</strong></td>
</tr>
<tr>
<td>&amp;</td>
</tr>
<tr>
<td>1. Future composite</td>
</tr>
<tr>
<td>2. Liking composite</td>
</tr>
<tr>
<td>3. Contributing to the team’s work</td>
</tr>
<tr>
<td>4. Interacting with teammates</td>
</tr>
<tr>
<td>5. Keeping the team on track</td>
</tr>
<tr>
<td>6. Expecting quality</td>
</tr>
<tr>
<td>7. Having relevant KSAs</td>
</tr>
</tbody>
</table>

Note. N = 358.
All correlations are significant ($p < .01$).
that could affect the team’s success and taking action, such as providing constructive feedback when problems are discovered. We often hear anecdotally from our students that they are reluctant to monitor their teammates and to discuss problems with them for fear of creating social conflict and being disliked. Therefore, we speculate that perhaps it is when team members like one another and feel comfortable with their relationship with each other that they might feel freer to engage in monitoring and feedback behaviors that might be more stressful if the relationship were not as strong.

The strongest predictor of teammates wanting to work with a student again was, not surprisingly, ratings on “Contributing to the Team’s Work.” Having teammates who do a large quantity and quality of work makes it easier for students to earn high grades with less effort, and team members who score high in this area are not the low contributors who are often resented for their “free riding.” Scores on “Interacting with Teammates” also strongly predicted the degree to which teammates would want to work with the student again. Students who do well in this area would make the teamwork experience more pleasant and make others feel more valued.

GENERAL DISCUSSION

In the work reported here, we developed and tested a behaviorally anchored rating scale version (CATME-B) of the previously published Comprehensive Assessment of Team Member Effectiveness (CATME). This instrument is for self- and peer evaluation by team members and may be useful to instructors who use team learning methods and need a relatively short and simple instrument that is closely aligned with the literature on team-member effectiveness. The instrument uses behavioral descriptions to anchor three levels of performance in five categories of team-member performance.

In general, our results provide a high level of support for the CATME-B instrument as a peer-evaluation measure. Specifically, the instrument demonstrates equivalent psychometric characteristics to the much longer Likert version of CATME. In addition, it demonstrates a high degree of convergence with another peer-evaluation measure and a significant relationship with final course grades in a course requiring a high level of team interaction. Ratings on the instrument are also associated with the degree to which teammates like the student and would want to work with him or her in the future.

Features Added to Enhance Usability

Because the initial testing of CATME-B showed that the instrument was viable, we created additional features to make the on-line system a more useful tool for students and instructors. Security features were added so that team members could complete the survey from any computer with Internet access using a password-protected log-in, increasing both convenience and privacy for students. This matters because research shows that it is important for peer evaluations to be confidential (Bamberger, Erev, Kimmel, & Oref-Chen, 2005).
A comments field was added so that students could type comments that are only visible to their instructors. Instructors could insist that their students use the comments field to justify their ratings, in order to increase accountability for providing accurate ratings (Mero, Guidice, & Brownlee, 2007). Comments can also facilitate discussions between instructors and students.

To lessen the time required for instructors to review and interpret the data, the system calculates average ratings for each student in each of the five CATME categories, compares those to the team average, and computes a ratio of each team member's score to the team average. This results in "grade adjustment factors" (two scores are computed—one that includes the self-rating one that does not). Instructors can use one of these scores to adjust grades, providing an alternative for the many instructors who have used point-distribution systems in the past. Instructors who do not use the scores for grading can quickly scan them to see which students had high or low ratings relative to their teammates.

The system flags seven "exceptional conditions" in the rating patterns that may warrant the instructor's attention. Some are team-level situations, such as patterns indicating that the team has experienced conflict or split into cliques. Others are individual-level situations, such as high- or low-performing team members or situations in which a team member rates him- or herself high and all teammates low.

Instructors can use the system to electronically provide feedback to students. It provides a visual display of the student's self-rating, the average of how teammates rated the student, and the team average for each of the five categories measured by the instrument. Instructors control whether and when they release this feedback to their students.

To familiarize students with the BARS rating format and the teamwork behaviors measured by the CATME-B instrument, we developed a practice-rating exercise. Students rate four fictitious team members whose performance is described in written scenarios and then receive feedback on how their ratings compare to those of expert raters. Repeated use of a peer-evaluation system increases students' confidence and skills in rating their peers (Brutus, Donia, & Ronen, In press). The practice-rating exercise should help students to improve their confidence and rating skill before they rate their actual teammates. As noted below, an important area for future research is to develop web-based rater training and team-skills training to expand the potential for this instrument to positively impact student learning.

To provide additional support for managing teamwork, the web interface links with the Team-Maker tool. Instructors choose the criteria they will use to assign students to teams and how each will be weighted. Team-Maker collects the information from students, creates teams, and gives students the names and e-mail addresses of their teammates and the times that team members said they would be available for meetings (Layton, Loughry, Ohland, & Ricco, 2010).

The new instrument and added features appear to meet the need for a practical peer-rating tool that instructors find useful. More than 2,600 faculty users (over 20% of whom are in business-related disciplines) at over 575 universities currently use the system. More than 120,000 unique students have used the system; many of whom have used it in multiple courses. Instructors who want to use the system can request a free account at www.catme.org.

Implications for Management Education

By offering practical solutions for problems that instructors and students face when they are involved with teamwork, we believe that this tool meets the challenge issued by Bell (2010: 7) to engage in work that will "matter beyond citations and impact factors." The tool has the potential to make teamwork in management classes less frustrating for students and instructors, teach students about teamwork, and, by reducing teamwork problems that interfere with learning, facilitate learning about other management topics.

This system can also facilitate teamwork in other higher education disciplines. Because management is the discipline to which people from many fields turn for science-based advice on how to manage people and workflow, and management scholars conduct a large amount of the research on teamwork, it is appropriate for management education research to provide solutions that can also apply to other educational contexts.

Challenges, Limitations, and Future Research Needs

Our results reflect several problems that are familiar in peer-evaluation research. Although we designed the instrument so that a "3" score would be satisfactory performance and a "5" would be excellent performance, the average score for all five dimensions was approximately 4.2 across our three studies. Students in these studies did not
appear to use the full range of the scale, resulting in a restriction of range problem with the data. Although this is a common problem in peer-evaluation research for a variety of reasons, including social pressures to give high ratings (Taggar & Brown, 2006), it reduces the accuracy of the peer ratings and makes it difficult to obtain strong correlations with criterion variables. However, using self- and peer evaluations is likely to encourage members to contribute more effectively to their teams, even when there is not a large variance in the scores and most students do not have a significant grade adjustment as a result of the peer evaluations (Johnston & Miles, 2004). If the system deters free riding and quickly draws the instructors' attention to those few teams with problems, it will be a useful tool for managing student teams.

There were also high correlations among the five factors in the CATME-B instrument. Research finds that team members who are highly skilled in areas related to the team's work also display better social skills and contribute more to team discussions (Sonnetag & Volmer, 2009). Thus, there is probably a substantial amount of real correlation among CATME-B categories due to some team members being stronger or weaker contributors in many or all of the five areas measured by the instrument. For example, team members with strong relevant knowledge, skills, and abilities are more likely to contribute highly to the team's work than students who lack the necessary skills to contribute. The high correlations among the CATME-B dimensions, however, may also indicate the presence of halo error, which occurs when peers' perceptions of a teammate as a good or bad team member affect their ratings in specific areas. A meta-analysis found that correlations among different dimensions of job performance rated by peers are inflated by 63% due to halo error (Viswesvaran et al., 2005).

The magnitude of the rater effects observed in this research also warrants discussion. In essence, these are main effect differences across raters, which, in conjunction with the smaller Ratee × Rater interaction effects, indicate that while raters are fairly consistent in their rank-ordering of ratees, there are mean differences across raters. One explanation could be that while raters are fairly consistent in the pattern of ratings they assign, there may be calibration issues. In other words, some raters may be more lenient or severe in their ratings than others. Rater training that focuses on calibrating raters to performance level would be an appropriate mechanism for reducing these effects. Frame-of-reference training is an established technique for training raters in performance appraisal settings that could help to make self- and peer appraisals more accurate in educational settings (Woehr, 1994; Woehr & Huffcutt, 1994). The BARS format of this instrument will facilitate that training.

An alternative explanation for the observed rater effects is that they represent real differences in the behavior of a ratee with respect to different team members. The fact that rater effects are most substantial for the dimensions "Interacting with Teammates" and "Keeping the Team on Track" supports this interpretation because these dimensions are more idiosyncratic to specific teammates (i.e., a team member may not interact with all teammates in the same way). Thus, rater effects may represent real differences and not rating error. Unfortunately, in the present study, there is no way to determine which explanation for the observed rater effects is more correct. Even if it could be shown that some of the rater effects represented real observed differences in behavior rather than rater error, rater training could still be useful to facilitate student learning.

Instructors may be able to teach students to rate more accurately by training students about the dimensions of teamwork represented in the rating scale and giving students practice using the ratings instrument before they use the instrument to rate their teammates. By learning to rate teamwork, students should better understand how to effectively contribute to teams, thus building teamwork skills. The timely feedback that the web-based CATME-B system provides may also enhance students' learning of team skills, particularly when students have the opportunity to practice their skills in several time periods and receive multiple rounds of feedback from the system (Fellenz, 2006; Hess, 2007). Brutus and Donia (2010) showed that using peer evaluations can improve students' team skills. Future research should examine whether this self- and peer-evaluation tool helps students learn team skills, and whether rater training adds to this learning.

In addition to facilitating student learning, training business students in teamwork may encourage them to use more effective team processes, resulting in better teamwork experiences (Bacon et al., 1999). Having more positive team experiences would enable students to enjoy teamwork more. One study shows that mature communication, accountable interdependence, psychological safety, common purpose, and role clarity within student teams account for 71.7% of variance in students' attitudes toward teamwork (Ulloa & Adams, 2004).

Although, with training, students may develop the ability to accurately rate teammates' perfor-
mance, training will not motivate students to rate accurately. The audience to whom a rater feels accountable has a big impact on rating patterns (Mero et al., 2007). To improve the accuracy of peer ratings and improve the reliability and validity of peer-evaluation scores, future research should identify ways to change the conditions that motivate team members to rate their teammates based upon considerations other than their contributions to the team. Past research has found that both students and employees in organizations are reluctant to evaluate their peers, particularly for administrative purposes, such as adjusting grades or determining merit-based pay (Bettenhausen & Fedor, 1997; Sheppard et al., 2004). Individuals who are required to participate in peer-evaluation systems often resist the systems because they are concerned that peer evaluations will be biased by friendships, popularity, jealousy, or revenge. Recent research suggests that these concerns may be well-founded (Taggar & Brown, 2006). Students who received positive peer ratings then liked their teammates better and rated them higher on subsequent peer evaluations; whereas students who received negative peer ratings liked their teammates less and gave them lower ratings on subsequent peer evaluations. This was the case even though only aggregated feedback from multiple raters was provided.

In Study 3 we viewed students liking one another and wanting to work with one another in the future as outcomes of members’ team-related interactions and contributions to the team. It is possible, however, that some students had relationships with one another prior to working together on the team, or interactions with one another outside of the team context during the semester, that could have affected ratings on these variables at the end of the semester. Future studies that measure students’ contact with one another outside of the team context could help to determine the degree to which interpersonal affect among team members is a source of bias in peer-evaluation scores versus an outcome of team members’ behavior and team contributions.

CONCLUSIONS

As management educators, we should do more than just “use” teams in the classroom: We should leverage them as a context within which to teach about teams and teamwork. The research presented here offers a tool that instructors may be able to use to achieve this goal. Instructors could use the instrument before teams begin their work to set expectations for team-member behavior. The instrument can also be used multiple times as the teams’ work progresses, to provide feedback and hold students accountable for their team contributions. This could help to make teamwork less frustrating and more rewarding for both students and instructors.

---

APPENDIX A

Comprehensive Assessment of Team Member Effectiveness—Likert Short Version

**Contributing to the Team’s Work**
- Did a fair share of the team’s work.
- Fulfilled responsibilities to the team.
- Completed work in a timely manner.
- Came to team meetings prepared.
- Did work that was complete and accurate.
- Made important contributions to the team’s final product.
- Kept trying when faced with difficult situations.
- Offered to help teammates when it was appropriate.

**Interacting With Teammates**
- Communicated effectively.
- Facilitated effective communication in the team.
- Exchanged information with teammates in a timely manner.
- Provided encouragement to other team members.
-Expressed enthusiasm about working as a team.
- Heard what teammates had to say about issues that affected the team.
- Got team input on important matters before going ahead.
- Accepted feedback about strengths and weaknesses from teammates.
- Used teammates’ feedback to improve performance.
- Let other team members help when it was necessary.

**Keeping the Team on Track**
- Stayed aware of fellow team members’ progress.
- Assessed whether the team was making progress as expected.
- Stayed aware of external factors that influenced team performance.
- Provided constructive feedback to others on the team.
- Motivated others on the team to do their best.
- Made sure that everyone on the team understood important information.
- Helped the team to plan and organize its work.

**Expecting Quality**
- Expected the team to succeed.
- Believed that the team could produce high-quality work.
- Believed that the team should achieve high standards.
- Cared that the team produced high-quality work.

**Having Relevant Knowledge, Skills, and Abilities (KSAs)**
- Had the skills and expertise to do excellent work.
- Had the skills and abilities that were necessary to do a good job.
- Had enough knowledge of teammates’ jobs to be able to fill in if necessary.
- Knew how to do the jobs of other team members.
### APPENDIX B

Comprehensive Assessment of Team Member Effectiveness—Behaviorally Anchored Rating Scale (BARS) Version

<table>
<thead>
<tr>
<th>Your name</th>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
</table>

#### Contributing to the Team’s Work

- **1**: Does not contribute to the team’s work.
- **2**: Makes minimal contributions that are of limited value.
- **3**: Makes contributions that are of value but could be improved.
- **4**: Makes significant contributions that are of value.
- **5**: Makes outstanding contributions that are of high value.

- **5 5 5 5 5**
  - Does more or higher-quality work than expected.
  - Makes important contributions that improve the team’s work.
  - Helps to complete the work of teammates who are having difficulty.

- **4 4 4 4 4**
  - Demonstrates behaviors described in both 3 and 5.

#### Interacting with Teammates

- **5 5 5 5 5**
  - Does not perform any of the duties of other team members.

- **3 3 3 3 3**
  - Completes a fair share of the team’s work with acceptable quality.
  - Keeps commitments and completes assignments on time.
  - Fills in for teammates when it is easy or important.

- **2 2 2 2 2**
  - Demonstrates behaviors described in both 1 and 3.

#### Keeping the Team on Track

- **5 5 5 5 5**
  - Able to perform the role of any team member if necessary.

- **3 3 3 3 3**
  - Takes actions that affect teammates without their input. Does not share information.
  - Respects and responds to feedback from teammates.

- **2 2 2 2 2**
  - Demonstrates behaviors described in both 1 and 3.

#### Expecting Quality

- **5 5 5 5 5**
  - Demonstrates the knowledge, skills, and abilities to do excellent work.
  - Acquires new knowledge or skills to improve the team’s performance.
  - Able to perform the role of any team member if necessary.

- **3 3 3 3 3**
  - Has sufficient knowledge, skills, and abilities to contribute to the team’s work.
  - Acquires knowledge or skills needed to meet requirements.
  - Able to perform some of the tasks normally done by other team members.

- **2 2 2 2 2**
  - Demonstrates behaviors described in both 1 and 3.

#### Having Relevant Knowledge, Skills, and Abilities

- **5 5 5 5 5**
  - Missing basic qualifications needed to be a member of the team.
  - Unable or unwilling to develop knowledge or skills to contribute to the team.

- **1 1 1 1 1**
  - Unable or unwilling to develop knowledge or skills to contribute to the team.

This self and peer evaluation asks about how you and each of your teammates contributed to the team during the time period you are evaluating. For each way of contributing, please read the behaviors that describe a “1”, “3”, and “5” rating. Then confidentially rate yourself and your teammates.

Write the names of the people on your team including your own name.
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