Abstract

This paper tests the prediction of the Permanent Income Hypothesis (PIH) that news about future income induce a revision in consumption equal to the revision in permanent income. We use time-series data from 48 contiguous US states to perform the test. The empirical results provide some support for the PIH across states.
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1. **Introduction**

Neoclassical consumption theory posits that consumers are forward-looking and base their consumption decisions not on current income but on the expected discounted value of lifetime resources which is known as the permanent income. A key implication of this rational expectations version of the permanent income hypothesis (hereafter, PIH) is that the size of the revision in consumption ($\beta$) due to an income innovation is equal to the size of the revision in permanent income ($\chi$) due to the same income innovation. An indirect test of the equality of $\beta$ and $\chi$ has been popular. It can be shown that if $\beta=\chi$, then the variance of the revisions in consumption must equal the variance of the revisions in permanent income. This latter relation has been tested extensively in the literature, notably by Deaton (1987), West (1988a), Campbell and Deaton (1989), and Gali (1991). Yet, a direct route to testing the equality of $\beta$ and $\chi$ is available. One can first estimate $\beta$ and $\chi$ for different sets of data and then use the resulting sets of estimates to test the equality of $\beta$ and $\chi$. This direct test has some advantages over the more popular indirect test. First, as part of the test procedure, it produces the magnitudes of $\beta$ and $\chi$, which are interesting economic quantities. Second and perhaps more important, the direct test is robust to measurement error, which can be severe in consumption data. The direct method uses consumption as a dependent variable. Noise in a dependent variable is just one more component of the estimation residual and does not bias the estimated coefficients of the independent variables. In contrast, the indirect test of equality of variances can be invalidated by measurement error, which artificially inflates one variable’s variance relative to another and leads to a spurious rejection of the null hypothesis of equality.

The direct test seems to have originated with Bilson (1980), but has not been much used in the literature subsequently. Bilson (1980) performed the test on quarterly time series data from the U.S., U.K., and Germany and obtained support for the PIH. Flavin (1981) applied the test to aggregate quarterly U.S. data and rejected the PIH. Weissenberger (1986) subsequently argued that both Bilson (1980) and Flavin
Other recent studies on consumption using US state-level data are Beaudry and van Wincoop (1996) and Ostergaard, Sorensen and Yosha (2002). Beaudry and van Wincoop (1996) examine the response of consumption growth to changes in expected interest rates using a panel of state-level consumption and income data. They find the estimates of the intertemporal elasticity of substitution in consumption to be statistically and economically significant, averaging at about unity. This result is in contrast to the less than 0.1 estimate obtained using US aggregate time-series data (see, e.g., Hall, 1988). The study by Ostergaard et al. (2002) is closely related to ours, in that they examine whether state-level consumption is excessively sensitive to lagged state-level income — a well-documented empirical regularity in US aggregate data. They find that when aggregate US income (or consumption) is controlled for, state-level consumption exhibits much less sensitivity to lagged income than when it is not controlled for.

This paper builds on these previous studies by using time series data from 48 contiguous US states to perform a direct test of the $\beta=\chi$ implication of the PIH. US state level data are an underutilized source of information on consumer behavior and have a number of attractive features for testing consumption theories.\(^1\) First, the quality of data across states is relatively uniform and has to meet the standard set by the U.S. Bureau of Economic Analysis. Consequently, test results based on these data are less prone to problems associated with systematic data quality variation that are inherent in many cross-country studies. Second, the US states have a national banking system, well-integrated capital and goods markets - see Asdrubali, Sorensen and Yosha (1996) and Crucini (1999) - a common form of government, and a common currency. Each state can be viewed as part of a highly integrated region, making it possible for states to adjust consumption in the face of income innovations. Test results based on state level data, therefore, provide a useful benchmark for subsequent studies applying the direct test to other data sets.

---

\(^1\)Other recent studies on consumption using US state-level data are Beaudry and van Wincoop (1996) and Ostergaard, Sorensen and Yosha (2002). Beaudry and van Wincoop (1996) examine the response of consumption growth to changes in expected interest rates using a panel of state-level consumption and income data. They find the estimates of the intertemporal elasticity of substitution in consumption to be statistically and economically significant, averaging at about unity. This result is in contrast to the less than 0.1 estimate obtained using US aggregate time-series data (see, e.g., Hall, 1988). The study by Ostergaard et al. (2002) is closely related to ours, in that they examine whether state-level consumption is excessively sensitive to lagged state-level income — a well-documented empirical regularity in US aggregate data. They find that when aggregate US income (or consumption) is controlled for, state-level consumption exhibits much less sensitivity to lagged income than when it is not controlled for.
Our test procedure can be summarized as follows. For each state, we jointly estimate (a) the
univariate income generating process and (b) the equation describing the relation between consumption
revision and income innovation. We then use the estimated parameters of the income process to quantify the
magnitude of the revision in permanent income associated with an income innovation. Overall, we find $\beta$ to
be insignificantly different from $\chi$ across the US states, as the PIH predicts. The PIH may thus be a
reasonable model for describing the response of consumption to income innovations at the state level.

The paper is organized as follows. Section 2 reviews the basic framework of the PIH. Section 3
describes the data. Section 4 presents the empirical results. Section 5 concludes the paper.

2. Permanent Income Innovations and Consumption Revisions

The testable implications of the rational expectations version of the permanent income model can be
seen in the following standard model:

\begin{align}
C_{it} &= Y_{it}^p \\
Y_{it}^p &= rW_{it} + \frac{r}{(1+r)^t} \sum_{j=0}^{\infty} \frac{1}{(1+r)^j} E_tY_{t+j} \\
W_{it} &= (1+r)W_{i,t-1} + Y_{i,t-1} - C_{i,t-1}
\end{align}

where $C$ is consumption, $Y^p$ is permanent income, $W$ is nonhuman wealth, $Y$ is labor income, $r$ is real interest
rate, $E_t$ is the expectation operator conditional on all the information available to the consumer in period $t$, and
all variables are subscripted by a state index $i$ and a time index $t$. To avoid unnecessary complications in this
motivational discussion, we assume that transitory consumption, which might arise from taste shocks, is zero
(that is, equation (1) contains no error), the real interest rate is constant and equal to the rate of time
preference, and income $Y$ is exogenous with respect to the consumer's consumption decision. Under these
assumptions, permanent income changes only in response to new information about the future path of labor income:

\[ \Delta P^p_t = P^p_t - P^p_{t-1} = \theta_t \]  

(4)

where

\[ \theta_t = \frac{r}{(1+r)} \sum_{j=0}^{\infty} \frac{1}{(1+r)^j} (e_t - E_{t-1}) Y_{t+j} \]  

(5)

Equation (5) shows that \( \theta_t \) is equal to the annuity value of revisions in the expected income stream and is independent of all previously known information.

Substituting equation (2) into (1), combining the result with the wealth constraint in equation (3), and solving for \( C_{it} \) in terms of \( C_{i,t-1} \) yields:

\[ \Delta C_{it} = \Delta P^p_t = \theta_t \]  

(6)

where \( \Delta C_{it} = C_{it} - C_{i,t-1} \). Equation (6) implies that an income innovation causes the same size revision in consumption as in permanent income; in other words, the change in consumption will be exactly the amount of the change in permanent income warranted by news about future income. We can test this implication if we can express the innovation in permanent income as a function of the innovation of the observables.

We make the usual assumption that income follows a linear stochastic process, for which there is a well-developed theory of estimation, inference, and prediction. More formally, suppose that \( \Delta Y_t \) follows an univariate ARMA process:

\[ (1-a_1L-a_2L^2-...) \Delta Y_t = (1+b_1L+b_2L^2+...) \varepsilon_t \]  

(7)

where \( \Delta Y_t = Y_t - Y_{t-1} \), \( L \) is the lag operator, \( a_j \) are autoregressive parameters, \( b_j \) are moving-average parameters, and \( \varepsilon_t \) is income innovation.\(^2\) Given (7), the formula for the revision in permanent income, \( \theta_t \), is (see, e.g., Flavin, 1981):

\[ \theta_t = \frac{1 + \sum_{j=1}^{\infty} \frac{b_j}{(1+r)^j} \cdot e_t}{1 - \sum_{j=1}^{\infty} \frac{a_j}{(1+r)^j}} = x_t(\gamma, a, b, \varepsilon_t) \cdot e_t \]  

(8)

\(^2\)Note that we are assuming here that income is difference-stationary. We justify this assumption later with formal statistical tests.
Conditional on the univariate income process and the real interest rate, $\chi$ provides a direct estimate of the size of the revision in permanent income associated with the realization of an innovation in current income. In particular, the size of $\chi$ depends on the persistence of innovations to the income process. Strong persistence in this case means that a positive (negative) shock to $\Delta Y$ tend to be followed, on average, by another positive (negative) shock such that the effects of the shock persists over time. To take a simple example, suppose that $\Delta Y$ follows a first-order autoregressive process with an autoregressive parameter $a_j$. With this income process, $\chi = 1/(1-a_j/(1+r))$. For a given $r$, a highly persistent income innovation implies that $a_j > 0$ (i.e., $\Delta Y$ is positively autocorrelated) and hence, $\chi > 1$. If, on the other hand, $a_j = 0$ then $\chi = 1$.

A natural means of testing the PIH is to estimate the following system of equations:

\[
(1-a_jL-a_jL^2-\ldots)\Delta Y_t = (1+b_jL+b_jL^2+\ldots)e_{c_t}
\]
\[
\Delta C_t = \beta_t e_{c_t} + \xi_t
\]

both unconstrained and constrained, with the constrained system imposing the restriction given by the following nonlinear equation:

\[
\beta_t = \frac{1 + \sum_{j=1}^{\infty} b_j}{1 - \sum_{j=1}^{\infty} a_j} = \chi(a, b, a_j)
\]

where $\beta_t$ is the marginal propensity to consume out of income innovation, and $\xi_t$ is the random error in the consumption change equation. The first equation in (9) specifies the time-series process for income, and the second equation describes the relation between consumption revision and income innovation.

The large-sample Likelihood Ratio (LR) test is used to test the null hypothesis that the constraint (10) is binding. The LR statistics is calculated as $LR = 2[\log L_u - \log L_c]$, where $\log L_u$ and $\log L_c$ are the log likelihood of the unconstrained and constrained system, respectively. The LR statistic is distributed
asymptotically as a chi-squared random variable with 1 degree of freedom under the null hypothesis of $\beta = \chi$.

To interpret the test results, we report the marginal significance level (MSL), popularly known as the $p$-value, of the likelihood ratio statistics for testing the null hypothesis that $\beta = \chi$ for each state. It is calculated as $\text{MSL} = \Pr(L > LR)$, where $L$ is a chi-squared random variable with 1 degree of freedom, and $LR$ is the actual value of the test statistic; i.e., MSL is the probability of observing a value of the LR at least as large as we did, given that the null hypothesis that $\beta = \chi$ is correct. The decision rule is to reject the null hypothesis at the 100$\alpha$ percent level if the MSL is less than or equal to the significance level $\alpha$. If the null hypothesis is not rejected, then we conclude that consumption responds to income innovation as predicted by the PIH; that is, the marginal propensity to consume out of an income innovation ($\beta$) is equal to the marginal propensity to revise permanent income in response to the same innovation ($\chi$). Other theories of consumption, such as Keynes’s absolute income hypothesis or Campbell and Mankiw’s (1990) rule-of-thumb consumption, do not have this prediction. Consequently, failure to reject the null hypothesis is not merely consistent with the PIH but helps distinguish it from competing theories.

Before proceeding with the estimation of equation (9), we need to address several issues concerning the data and specification that can affect the estimates of $\beta$ and $\chi$ and hence the test for $\beta = \chi$. First, $C$ is pure consumption and can be approximated by expenditures on nondurable goods and services plus the imputed services of the stock of consumer durables. However, reliable estimates of the stock of consumer durables across states are not available so we use total expenditure on goods and services as a measure of consumption. In the presence of convex adjustment costs, durables are likely to adjust gradually to a change in permanent income. See, for example, Bernanke (1985). Including them in the measure of consumption, therefore, will bias the estimate of $\beta$ downward. Second, the univariate income generating process assumes that consumers use only their past income history to predict future incomes. West (1988a), Quah (1990), Flavin (1993) among others, however, have noted that consumers may also use other information in predicting
their future incomes; so the estimated income innovation, $\epsilon$, is an errors-in-variable measure of the true income innovation. The use of $\epsilon$ as a regressor in (9) will then yield a downward biased estimate of $\beta$. Third, the empirical measure of $\chi$ requires the imposition of an assumed constant real interest rate. If the chosen rate is too high (low), then the estimate of $\chi$ will be biased downward (upward).

3. Data

We use annual data from 48 US states for the period 1953-1998. We exclude the pre-1953 period to avoid problems associated with the Korean War era noted by Campbell (1987) and Campbell and Mankiw (1990). State disposable personal income and population data are from State Personal Income 1948-1998, published by the U.S. Department of Commerce, Bureau of Economic Analysis. We approximate state private consumption by state total retail sales. These data are available in the Statistical Abstract of the United States: Retail Sales by Type of Store and State. All the data series are divided by state population and national consumer price index (1986 dollars CPI) to give real per-capita magnitudes. Ideally, state consumption and disposable incomes should be deflated using state price indices. However, such price indices are not available. Real per-capita consumption and real per-capita disposable personal income are used as measures of consumption and income, respectively. All the data series are expressed in logarithmic form.

4. Empirical Results

We begin by examining the time series properties of log disposable income per capita for each state. To this end, we use a modified version of the augmented Dickey-Fuller (1979) test developed by Elliott,

---

3 Alaska and Hawaii are not included in the sample because of incomplete data.

4 The 1953-1990 retail sales data are from Paul Evans and Mario Crucini. We updated their data set up to 1998 using the same source, Statistical Abstract of the United States: Retail Sales by Type of Store and State.
Monte Carlo evidence suggests that these modified unit-root tests have better finite-sample properties in terms of both power and size relative to their standard counterparts (see, e.g., Elliott et al. 1996; and Stock 1991). The critical values for the test are calculated from the response surface estimates in MacKinnon (1991).


Rothenberg and Stock (1996) and a modification of the Phillips and Perron (1988) $Z_{m}$ test proposed by Stock (1991). The former test is referred to as the DF-GLS test and the latter as the MZ$_m$ test. These tests allow us to test formally the null hypothesis of a unit root series against the alternative hypothesis of no unit root (or stationary) series. The results of the DF-GLS and MZ$_m$ tests are summarized in rows 1 and 2 of Table 1. For both tests, the null hypothesis of a unit root cannot be rejected for any states at the 5 percent level of significance. We also tested the first difference of the log of income using the same test statistics. The null of a unit root in these tests can be rejected for all states, even at the 10 percent level (see rows 3 and 4 of Table 1). From these results, we conclude that the state income series are well-characterized as nonstationary or I(1) processes. These results also provide support for a difference-stationary specification for the income series and consequently, we perform our empirical analysis using first-differenced data.

Use of differenced data distinguishes our study from most previous applications of the direct test of the PIH. In particular Flavin (1981) and Weissenberger (1986) assume trend-stationarity. Mankiw and Shapiro (1985) showed that the direct test can be severely biased by inappropriately imposing trend-stationarity on difference-stationary data. However it is important to point out that some of the tests will be asymptotically valid if it is possible to rewrite the consumption regression involving lagged consumption and lagged incomes, so that the coefficients of lagged incomes are on trend stationary, zero mean regressors. See Sims, Stock and Watson (1990), Stock and West (1988) and West (1988b).

To determine a suitable time series model for the income series, we initially estimate an AR(2) model for the difference of the log of income for each state. Table 2 reports the estimation results. The estimated coefficients of twice lagged difference of the log of income are very small, with a mean value of -0.070, and

---

5Monte Carlo evidence suggests that these modified unit-root tests have better finite-sample properties in terms of both power and size relative to their standard counterparts (see, e.g., Elliott et al. 1996; and Stock 1991). The critical values for the test are calculated from the response surface estimates in MacKinnon (1991).

are insignificantly different from zero in many states. By contrast, the estimated coefficient of once lagged difference of the log of income has a mean value of 0.204, with the absolute value of the $t$-statistics averaging at 1.736 which is statistically significant at the 10% level. These results suggest that state income series can be reasonably modeled as a simple AR(1) process in differences. Also, it is noteworthy that these results are in accordance with the statistical properties of the aggregate U.S. income series obtained by Campbell and Deaton (1989).

The two-equation system in (9) - without intercept terms - is jointly estimated for each state by nonlinear least squares.\footnote{Including intercept terms in (9) does not alter the estimation results appreciably.} Based on the results in Table 2, the income generating process is restricted to an ARIMA(1,1,0) process. We experimented with longer autoregressive lags and found that the results of this paper are robust to this restriction. We estimate $\chi$ based on 3 percent rate but similar results are obtained using the alternative values of 1 percent and 6 percent.

The estimation results of equation (9) are summarized in Table 3. The estimates of $\beta$ vary between 0.088 and 1.622 with a mean of 1.084. Ninety percent of the states have a $t$-statistics for $\beta$ in excess of 1.645, the 10 percent significance level for a two-tailed test. These results imply that consumers in each state revise their current consumption as a result of innovations to current income. The estimates of $\chi$ are significantly positive for all states, and vary between 0.708 and 1.423 with a mean of 1.049. These results imply that current income innovations contain information about future income that leads consumers in each state to revise their estimated permanent income.

We now turn to our main empirical question: is $\beta$ equal to $\chi$? We can get a quick picture of the relation between $\beta$ and $\chi$ from Figure 1, which plots $\beta$ against $\chi$. If $\beta = \chi$, the points should fall along the 45 degree line through the origin. The cloud of points is widely scattered about the 45 degree line; nevertheless,
when a line is fitted to the scatter plot, the joint null hypothesis that the intercept is zero and the slope is one cannot be rejected at the 5% significance level (see notes in Figure 1).

The LR test provides a more rigorous analysis. Row 5 of Table 3 summarizes the MSLs of the LR statistics for testing the null hypothesis that \( \beta = \chi \) for each state. As mentioned in Section 2, the MSL is the largest significance level at which we could carry out the test and still fail to reject the null hypothesis. The 10th percentile of MSL is 0.106 which means that 90 percent of the MSLs are higher than 0.106. This reveals that more than 90 percent of the states cannot reject the null hypothesis of \( \beta = \chi \) at the 10 percent level of significance. Figure 2 shows the frequency distribution of the MSL. It is apparent that the distribution of the MSL is not heavily skewed to the left or right, but it appears to be uniformly distributed over the range (0,1). In fact, under the null hypothesis that \( \beta = \chi \), the distribution of MSL should be Uniform (0,1), whereas under the alternative it should be skewed toward low values of MSL. To formally test whether the empirical distribution of the MSL deviates significantly from the theoretical Uniform (0,1), we utilize the Kolmogorov-Smirnov (KS) test which is a non-parametric empirical distribution test. The KS test statistic is 0.086 with a corresponding MSL of 0.868. Clearly, this test fails to reject the null hypothesis of Uniform (0,1) distribution at any conventional significance level.

For comparative purposes, we also apply West’s (1988a) excess smoothness test to our data set. As West (1988a) explains, if the PIH is true, we should expect the variance of consumption’s actual change to be less than or equal to the variance of consumption’s change predicted by the model. The reason is that households presumably have at least as much information as the econometrician about their income process, so that the true news about income is less than that estimated by the econometrician. In terms of our model, the household’s residual \( \varepsilon \) is generally closer to zero than the residual obtained by the econometrician. As a result, the household will update its permanent income and, therefore, its consumption by less than the econometrician will predict, leading to a smaller variance for observed changes in consumption than for.
predicted changes. See West (1988a) for details. In our model, the predicted change in consumption is $\beta \epsilon$, so following West (1988a), we should expect to see $\text{var}(\Delta C) \leq \text{var}(\beta \epsilon)$. In fact, as Table 4 shows, we have the opposite result; that is, $\text{var}(\Delta C)$ is much greater than $\text{var}(\beta \epsilon)$, always by at least a factor of two and often by a factor of five or more. Thus the use of West’s (1988a) test leads to a rejection of the PIH.

How can the seemingly contradictory results of our direct test and West’s (1988a) indirect test be reconciled? One possibility is measurement error. It is important to stress that the PIH is concerned with pure consumption and not consumption expenditure. However our data are total retail sales, which is a measure of expenditure and, therefore, an imperfect measure of pure consumption. It is well-known that measurement error in consumption can cause changes in measured consumption that do not reflect changes in permanent income; therefore it can increase $\text{var}(\Delta C)$ relative to $\text{var}(\beta \epsilon)$, tending to bias the excess smoothness test toward rejection of the PIH. In contrast, measurement error has no effect on the direct test of whether $\beta = \chi$. This is because the construction of the direct test treats consumption as a dependent variable in a regression, so that measurement error is merely one more component of the residual. As a result, no bias is introduced in the estimate of $\beta$ or in the test of equality between $\beta$ and $\chi$. This property is an advantage of the direct test compared to the indirect excess smoothness test.8

All in all, then, the results across 48 US states indicate strong though not quite perfect support for the PIH model. It is important to note, however, that a key identifying assumption involved in the $\beta = \chi$ test is that state income can be modeled as a simple ARIMA(1,1,0) process. This specification may be limited to the extent that consumers can use information other than past incomes to predict their future incomes. Future research therefore can extend the test in at least two different ways. One extension is to include information

---

8Another possible explanation is that the direct test suffers from low power. Ideally, we should also perform a simulation exercise where we utilize data generating processes that do not quite satisfy the PIH to sort out which tests are informative and which are not in terms of the test power. We will pursue this line of research in the near future.
other than past income in the specification of the income process. Such an approach can lead to a more accurate estimate of the state income innovations and hence, to a more precise estimate of \( \chi \). Another interesting extension would be to decompose the income innovations into aggregate and state-specific components, and assess the response of consumption to each of these components. This decomposition may require specification of a more complicated income process, or the use of factor analysis models such as those undertaken in the study by Forni and Reichlin (2001).

5. Conclusion

Using time series data from 48 contiguous US states, this paper set out to implement a direct test of the implication of the Permanent Income Hypothesis (PIH) that the size of consumption revision (\( \beta \)) due to an income innovation is equal to the size of permanent income revision (\( \chi \)) due to the same income innovation. For each state, we jointly estimated the univariate income generating process and the equation describing the relation between consumption revision and income innovation. We then obtained an estimate of the magnitude of the revision in permanent income associated with an income innovation using the estimated parameters of the stochastic process generating income.

Our estimates of \( \beta \) and \( \chi \) across states were positive and statistically significant in most states. These results imply that innovations in current income contain new information about the expected future path of income that lead consumers in each state to revise both their consumption and permanent income. We then tested whether \( \beta \) is equal to \( \chi \) for each state. The results indicated that the hypothesis of \( \beta = \chi \) cannot be rejected in many of the 48 US states, suggesting that the PIH is a reasonable model for describing the response of state-level consumption to state-level income innovations.

This support for the PIH stands in contrast to the widely held view that credit constraints, myopia, or behavior toward risk are required to make sense of the aggregate consumption data. We have no concrete
explanation for this disagreement at this point, except to suggest that the favorable result obtained for the PIH at the state level need not extend to the aggregate level. One potential reason is expounded by Ostergaard, Sorenesen and Yoshia (2002). They interpret their findings that state-level consumption exhibits much less sensitivity to lagged income when aggregate US income (or consumption) is controlled for as indicating that the degree of integration of states within the US is relatively high, while the US as a whole is not well-integrated with the outside world. This is a worthwhile future avenue of research to pursue.
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### Table 1 - Summary Statistics of the Unit Root Tests for US State Per-Capita Disposable Income Processes

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>P10</th>
<th>Median</th>
<th>P90</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>DF-GLS</td>
<td>-1.644</td>
<td>0.507</td>
<td>-0.372</td>
<td>-1.067</td>
<td>-1.663</td>
<td>-2.492</td>
</tr>
<tr>
<td>$Y$</td>
<td>MZ$_u$</td>
<td>-0.531</td>
<td>0.006</td>
<td>-0.542</td>
<td>-0.540</td>
<td>-0.531</td>
<td>-0.522</td>
</tr>
<tr>
<td>$\Delta Y$</td>
<td>DF-GLS</td>
<td>-5.012</td>
<td>-1.027</td>
<td>-3.848</td>
<td>-4.009</td>
<td>-4.664</td>
<td>-7.083</td>
</tr>
</tbody>
</table>

Notes: $Y$ is the log of real per-capita disposable income, $\Delta$ is the first-difference operator, P10 is the tenth percentile and P90 is the ninety percentile. DF-GLS test is the modified version of the Augmented Dickey-Fuller test developed by Elliott, Rothenberg and Stock (1996), with a data dependent lag length chosen according to the Akaike Information Criterion. MZ$_u$ test is a modification of the Phillips and Perron (1988) Z$_u$ test proposed by Stock (1991). For the MZ$_u$ test, we estimate the spectral density using an AR(1) spectral estimator. The critical values for the DF-GLS and MZ$_u$ tests are obtained using the response-surface method advocated by MacKinnon (1991).
TABLE 2 - Summary Statistics of the US State Level Disposable Income Processes

Model:  \[ \Delta r_t = \alpha_1 \Delta r_{t-1} + \epsilon_t \]

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>P10</th>
<th>Median</th>
<th>P90</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_{1} )</td>
<td>0.204</td>
<td>0.208</td>
<td>-0.345</td>
<td>-0.183</td>
<td>0.238</td>
<td>0.442</td>
<td>0.473</td>
</tr>
<tr>
<td>( \alpha_{2} )</td>
<td>-0.070</td>
<td>0.093</td>
<td>-0.253</td>
<td>-0.177</td>
<td>-0.083</td>
<td>0.078</td>
<td>0.146</td>
</tr>
<tr>
<td>t(( \alpha_{1} ))</td>
<td>1.736</td>
<td>0.860</td>
<td>0.060</td>
<td>0.680</td>
<td>1.670</td>
<td>2.990</td>
<td>3.190</td>
</tr>
<tr>
<td>t(( \alpha_{2} ))</td>
<td>0.676</td>
<td>0.403</td>
<td>0.010</td>
<td>0.150</td>
<td>0.630</td>
<td>1.190</td>
<td>1.680</td>
</tr>
</tbody>
</table>

Notes: P10 is the tenth percentile, P90 is the ninety percentile, \( \alpha_{1} \) is the AR(1) coefficient, \( \alpha_{2} \) is the AR(2) coefficient, t(\( \alpha_{1} \)) is the absolute value of the t-statistic of the AR(1) coefficient, and t(\( \alpha_{2} \)) is the absolute value of the t-statistic of the AR(2) coefficient.
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>P10</th>
<th>Median</th>
<th>P90</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>1.084</td>
<td>0.411</td>
<td>0.088</td>
<td>0.486</td>
<td>1.228</td>
<td>1.499</td>
<td>1.622</td>
</tr>
<tr>
<td>$\chi$</td>
<td>1.049</td>
<td>0.157</td>
<td>0.708</td>
<td>0.833</td>
<td>1.046</td>
<td>1.241</td>
<td>1.423</td>
</tr>
<tr>
<td>$t(\beta)$</td>
<td>4.427</td>
<td>2.070</td>
<td>0.632</td>
<td>1.819</td>
<td>4.484</td>
<td>7.290</td>
<td>8.302</td>
</tr>
<tr>
<td>MSL($H_0: \beta=\chi$)</td>
<td>0.492</td>
<td>0.307</td>
<td>0.000</td>
<td>0.106</td>
<td>0.474</td>
<td>0.922</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: P10 is the tenth percentile, P90 is the ninety percentile, t(.) is the t-statistic, and MSL is the marginal significance level for the likelihood ratio statistic under the null hypothesis of $\beta=\chi$. Sample period: 1953-1998.
### TABLE 4 - Summary Statistics of Variances of $\Delta C$ and $\beta \epsilon$

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>P10</th>
<th>Median</th>
<th>P90</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{var (\Delta C)}$</td>
<td>0.0028</td>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0017</td>
<td>0.0027</td>
<td>0.0040</td>
<td>0.0084</td>
</tr>
<tr>
<td>$\text{var (\beta \epsilon)}$</td>
<td>0.0007</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0010</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Notes: P10 is the tenth percentile, P90 is the ninety percentile. Sample period: 1953-1998.
Notes: Using the data on $\beta$ and $\chi$ shown above, we obtain the fitted values:

$$
\beta = -0.41 + 1.42 \chi
$$

std err: (0.34) (0.32)

Number of observations = 48; $R^2 = 0.914$; $F(H_0: \text{intercept}=0 \text{ and slope coefficient}=1)=1.14$ (MSL=0.32)
Figure 2: Histogram of MSL